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Measurements of cloud radiative forcing in polar regions are less reliable than at lower latitudes because of the difficulty in distinguishing between clouds and ice- or snow-covered surfaces. Scene identification can, however, be improved by using multispectral narrow-band radiances. Comparisons were made between scenes identified by the Earth Radiation Budget Experiment (ERBE) algorithm and those deduced from Advanced Very High Resolution Radiometer (AVHRR) radiances in the Arctic for 4 days in July 1985. It was found that they differ significantly from each other both in geotype and in cloud cover. For instance, regions of clear fractional sea ice according to the AVHRR analysis are assigned as being cloudy over open ocean by the ERBE analysis owing to incorrect specification of the sea ice extent. Zonal averages over 2.5° wide bands, of fluxes over clear and cloudy regions and hence also cloud forcing, are determined over the Arctic using radiances measured by the AVHRR on NOAA 9 to identify the nature of the scene and the ERBE radiometer to provide broadband radiances. Results are compared with fluxes and cloud forcing determined solely from ERBE radiometer data. Over the southern portion of the domain, where fractional sea ice was prevalent, the ERBE-based values of net cloud forcing were as much as 50 W m⁻² smaller than values determined when the scene identification was based on AVHRR measurements. At higher latitudes the ERBE-estimated cloud forcing was larger than that from the AVHRR, and the magnitude of the difference was smaller.

1. INTRODUCTION

Understanding the influence of clouds on the Earth’s radiation budget is essential to understanding the Earth’s climate. Clouds influence the radiative heating of an atmospheric column by decreasing the loss of longwave radiation to space and by increasing the reflectivity of the column to shortwave radiation. The difference in the radiative heating of a column of cloudy air and a column of clear air is referred to as cloud radiative forcing. Correctly obtaining the values of cloud forcing is a major challenge to climate modelers, since the computed values are sensitive to the treatment of the influence of clouds on solar and terrestrial radiation. While theoretical studies based on the results of simulations with global climate models have suggested some general features of the cloud forcing distribution [Charlock and Ramanathan, 1985; Hartmann et al., 1986; Cess and Potter, 1987], they need verification by observational results, as has been done recently by Kiehl and Ramanathan [1990].

Cloud forcing depends not only on the cloud properties such as cloud type, cloud amount etc. but also on the clear-sky surface properties. One of the critical factors in observational cloud-forcing studies is the determination of whether a measurement corresponds to clear or cloudy skies. Identification of the nature of the scene is also important in converting the measured radiance to exitance. With the use of a scanning radiometer that measures radiance in one direction over a small viewing area, more detailed features of the spatial variation of the radiation budget can be revealed than those derived from measurements made by wide-angle nonscanning radiometers. Detailed knowledge of the nature of the scene will allow the use of an appropriate bidirectional function or angular dependence model (ADM) to account for the anisotropy of the reflected shortwave or emitted longwave radiation at the top of the atmosphere. The shortwave ADM is generally a scene-dependent function of the geometric parameters, namely, solar zenith angle, viewing zenith angle and relative azimuth angle. The nature of the scene includes two aspects: geographic surface type (ocean, land, snow, or ice, etc.) and cloud conditions (cloud cover, cloud optical thickness, and cloud three-dimensional geometry). Scene identification is thus the first important step toward the determination of the influence of clouds on the radiation budget.

The Earth Radiation Budget Experiment (ERBE) with its broadband (0.2 - 5.0 μm and 5.0 - 50 μm) scanning radiometers aboard NOAA polar-orbiting satellites and the Earth Radiation Budget Satellite (ERBS), is providing a comprehensive data set to address observationally the problem of cloud forcing. Preliminary results from ERBE have provided a much better picture of the effect of clouds on the atmosphere-earth system than was previously available [Ramanathan et al., 1989]. However, in many of the studies that used the ERBE data it was noted that considerable uncertainties exist in the measurements of cloud forcing over the Arctic or Antarctic regions and even the sign of the cloud forcing could be wrong [Ramanathan et al., 1989]. The main reason for this is that distinguishing between clear and cloudy scenes only on the basis of the broadband shortwave and longwave measurements over the bright ice- and snow-covered region is unreliable. Although polar cloud forcing contributes very little to the global mean cloud forcing owing to the relatively small area of the polar regions, it does play an important role in the formation of the Arctic climate. Moreover, polar climate change is of special importance in the diagnosis of the Earth’s climate change, since models predict a relatively large response in the polar regions to increased concentrations of greenhouse gases.

Measurements of multichannel narrowband radiances from
the Advanced Very High Resolution Radiometer (AVHRR) provide alternative methods of scene identification that are particularly useful at high latitudes [Ebert, 1989; Key and Barry, 1989; Key, 1990; N. Sakellariou, H.C. Leighton, and Z. Li, Identification of clear and cloudy pixels at high latitudes from AVHRR radiances, submitted to the International Journal of Remote Sensing, 1990]. Simultaneous and collocated observations made by the ERBE radiometers and the AVHRR aboard the same spacecraft, NOAA 9, allow insight into the reliability of the cloud forcing derived exclusively from the ERBE data through comparisons of the cloud forcing derived from ERBE radiances measurements with AVHRR-based scene identification.

Section 2 illustrates the problems encountered by the ERBE scene identification algorithm in the polar regions in summer and the potential of the multichannel AVHRR data. A new scene identification algorithm based on AVHRR data is formulated in section 3. Section 4 compares the ERBE scenes and AVHRR scenes in two aspects, geotype and cloud condition. The effect of scene misidentification on Arctic cloud forcing is investigated using the data from four days in July 1985 in section 5. Concluding remarks are made in section 6.

2. SCENE IDENTIFICATION IN THE ARCTIC

2.1. Scene Identification Based on Broadband Measurements

In one of the first attempts to correct for the anisotropic character of the reflected radiation, the Nimbus 3 broadband data were classified as viewing either ocean, land/cloud, or snow [Raschke et al., 1973]. More recently, on the basis of much more complete data measured from the Nimbus 7 Earth Radiation Budget (ERB) biaxial radiometer scanner, Taylor and Stowe [1984] developed a new set of ADMs for a wide range of scene types, including clear ocean, land, snow, ice, and overcast, with four cloud altitudes. An ADM for partly cloudy conditions was, however, not established. The ADM for partly cloudy conditions is not a simple linear combination of those for clear and overcast skies weighted by cloud amount, since directional reflectance patterns are strong functions of cloud geometry [Davies, 1984]. For the Earth Radiation Budget Experiment, ADMs were deduced primarily from the Nimbus 7 and GOES data for selected combinations of four categories of cloud cover and surfaces of land, ocean, desert, snow/ice, and a combination of land and ocean [Sutles et al., 1988, 1989].

In the ERBE scene identification algorithm, geographic type (geotype) is determined by a static process and is simply dependent on the navigation of the measurement area and the predetermined atlas of geotype. Cloud conditions are, however, identified by a dynamic procedure known as maximum likelihood estimation (MLE) [Smith et al., 1986]. The application of MLE in the ERBE algorithm is similar to the employment of a threshold method in the sense that clear scenes are assumed to be dark and warm, while cloudy skies are bright and cold. MLE, however, takes into account the variance within the same scene associated with changes in cloud height, cloud type, and atmospheric variables, as well as surface properties. Such variation is accounted for by statistical distributions characterized by the means and variances of the shortwave and longwave measurements, as well as their correlations. On the basis of these distributions, the shortwave-longwave plane is partitioned into regions of the most probable scene type for a particular pair of measured radiances. Simulation studies made by Wielicki and Green [1989] showed that the MLE substantially improves cloud detection over the clear/cloud threshold used in the inversion of Nimbus 3 and Nimbus 7 ERB scanner data. It was, however, pointed out that the MLE-derived cloud cover should be interpreted with caution, since it best approximates the true cloud cover for "average" cloud heights and optical depths. This is because the a priori statistical data used by the MLE is an average of all observed cloud heights and optical depths. A consequence of this is that the MLE likely underestimates low-altitude clouds because of the small contrast between the clouds and surface. In a comprehensive evaluation of the ERBE method, Dierkman and Smith [1989] found that large cloud amounts of thin, low clouds occurring over ocean were underestimated by the ERBE scene identification method when compared to AVHRR results.

In the Arctic, in addition to the small reflectivity contrast between cloud and surface due to the presence of snow and ice, the thermal contrast is also quite small owing to the frequent occurrence of temperature inversions or isothermal profiles. Therefore methods based on broadband radiation measurements such as MLE often may not correctly identify clouds. Even more importantly, geotype should not be treated as a static process in the polar summer melt season owing to the considerable temporal variability of the sea ice [Grenfell and Maykut, 1977; Comiso and Zwally, 1984].

The location of the ice/snow boundary prescribed for use in the ERBE scene identification algorithm may differ markedly from the observed boundary, as shown in Figure 1. Figure 1 shows the observed free-ice edge and the solid-ice boundary in the Arctic for the week of July 9, 1985, as given on the ice map for this period produced by the U.S. Navy/NOAA Joint Ice Center. Also drawn in Figure 1 is the prescribed ERBE ice/snow boundary, which is to the north of the observed solid-ice boundary over much of the region.

![Fig. 1. Map showing ice boundaries in the Arctic. The solid curve is the ice-free boundary, and the long-dashed curve denotes the solid-ice boundary, both extracted from the sea-ice map for the week of July 9, 1985, produced by the U.S. Navy/NOAA Joint Ice Center. The short-dashed curve shows the ice/snow specified by ERBE for July 10, 1985.](image-url)
2.2. Potential of the AVHRR Data in Scene Identification

The AVHRR radiometer is a multichannel detector sensitive to the following wavelength ranges: 0.58-0.68 μm, 0.72-1.10 μm, 3.55-3.93 μm, 10.3-11.3 μm, and 11.5-12.5 μm, designated as channels 1 - 5, respectively. Reflectivities in channels 1 and 2, denoted by $R_1$ and $R_2$, and brightness temperature in channels 4 and 5 are derived by applying the calibrations given by Lauritson et al. [1979] and Kidwell [1985]. The radiances in channel 3 include both the reflected solar radiation and emitted thermal radiation. The reflectivity in channel 3 is estimated by subtracting the filtered thermal radiances that would be emitted between 3.55 and 3.93 μm from a blackbody radiating at the brightness temperature determined in channel 4.

While the variation of reflectivity with wavelength presents a variety of complicated relationships depending on the specific surface type [Bowker et al., 1985], some common features are well defined for four general scenes, namely, water, vegetated land, ice/snow, and cloud.

Water surfaces are weak reflectors and the spectral characteristics observed above the Earth are significantly modified by Rayleigh scattering resulting in a reflectivity in channel 2 that is smaller than in channel 1. Over vegetated land the reflectivity is considerably larger at near-infrared wavelengths than at visible wavelengths. The denser the vegetation, the greater is the ratio of the reflectivities. By contrast, snow and ice are characterized by high reflectivity at visible wavelengths, with the reflectivity decreasing considerably toward the infrared [Grenfell and Perovich, 1984]. The reflectance of thick clouds decreases slightly from visible to near-infrared wavelengths, as calculated theoretically by Welch et al. [1980] and observed by Twomey and Coeks [1982]. Typical values of the ratio of reflectance in channel 2 to that in channel 1 are 0.5 for water, 1.6 for land (but with large variability), and close to unity for clouds [Saunders and Kriebel, 1988]. Snow and ice have a ratio less than unity but not always well separated from clouds. A large variety of investigations have shown the particular usefulness of radiance in channel 3 in the discrimination between clouds and highly reflective snow or ice surfaces [Kidder and Wu, 1984; Raschke, 1987; Yamanouchi et al., 1987; Allen et al., 1990; Harrison and Lucas, 1988; Gesell, 1989]. In this spectral region water clouds show a much higher reflectance for solar radiation, yet their emittance for terrestrial radiation is lower than in channels 4 and 5 [Raschke, 1988]. Ice clouds are more difficult to detect unless they are situated so high that they are readily differentiated from the surface by one of the thermal channels.

Raff and Gruber [1983] took advantage of these multispectral data to tentatively identify clouds and surface types. Eighteen surface and cloud categories were differentiated by Ebert [1989] employing a pattern recognition algorithm for each of 2.5° x 2.5° region. Sakellariou et al. (submitted manuscript, 1990) classify each pixel as belonging to one of four scene types: water, land, ice or snow, or cloud, based on radiances measured in all of the five channels. Figure 2 shows an example of cloud images identified by their method based on AVHRR measurements (Figure 2a), and by the ERBE algorithm (Figure 2b). The data are from pass 11 on July 10, 1985, over the Beaufort and Chukchi Seas. A comparison of the two images shows a considerable difference in the cloud distribution pattern. In particular, regions identified from the AVHRR data as being snow/ice surfaces under clear skies are classified as being overcast or mostly cloudy from the ERBE data. The synoptic map for this time lends much more support to the AVHRR results, as the clear area in Figure 2a is under a high-pressure system, while the cloudy region is influenced by strong low-pressure circulation. The differences shown in this example are typical, and there is little doubt that cloud detection based on the AVHRR data is much more reliable than that based on ERBE data because of the multispectral information and higher resolution.

3. DEVELOPMENT OF AVHRR SCENE IDENTIFICATION ALGORITHM

In view of the limitations of the ERBE scene identification algorithm at high latitudes, a new method of classifying the scene type of ERBE pixels is required. The basis of the approach is to use AVHRR data that is matched geographically to the ERBE field of view (FOV) and to use the Sakellariou method to identify the nature of the AVHRR pixels.

Fig. 2. (a) Scene types identified from AVHRR data from pass 11 on July 10, 1985, of NOAA 9. Shades 1-3 represent clear ocean, land, and fractional and solid ice, respectively, and shade 4 represents cloud. (b) Cloud classes identified by ERBE from the same pass as Figure 2a. Shades 1-4 represent clear, partly cloudy, mostly cloudy, and overcast skies, respectively. The numbers appearing on the top and the bottom of the image are latitudes, while those on the left and right edges are longitudes with negative values denoting the western hemisphere.
In this method AVHRR scenes are divided into arrays of 34 x 34 global area coverage (GAC) pixels. A preliminary analysis of the scene types that are present is made on the basis of the reflectivities in channels 1, 2 and 3, and the brightness temperature in channel 4. This analysis may and often will reveal that not all categories of pixels are present in a particular 34 x 34 pixel scene. Depending on which scene types are found to be present, the initial criteria are modified, and a threshold in the difference in the brightness temperatures $T_4-T_3$ is applied. The method was validated by comparisons with independent manual analyses of visual and infrared images, synoptic analyses, and a quite different automatic analysis procedure developed by Ebert [1989].

The data used are from NOAA 9, which carries both the AVHRR and the ERBE scanning radiometer. Both of the radiometers scan the Earth in a crosstrack direction, which allows simultaneous and coincident measurements. The nominal resolutions of the ERBE radiometer and the AVHRR are 40 km and 1.1 km, respectively. However the AVHRR data are used in the global area coverage form, with a reduced resolution of 4 km. To identify the AVHRR pixels that fall within a particular ERBE field of view, the AVHRR pixel that is closest to the center of the ERBE FOV is identified. The separation between the center of this AVHRR pixel and the center of the ERBE pixel is generally less than 2 km; if it is greater than 5 km the ERBE data is flagged and not used. The array of 8 x 8 AVHRR pixels centered on the closest pixel is assumed to correspond to the ERBE pixel.

Since polar clouds are often thin, it is useful to extend Sakellariou's method (which only provides the surface type for clear pixels), to deduce, where possible, the nature of the surface under thin cloud. Cloudy pixels, for example, with $R_2-R_1$ substantially greater than zero are most likely thin clouds over land, whereas cloudy pixels with $R_2-R_1$ much smaller than zero very probably have surfaces of ice or snow. Thin cloud over ocean should have small values of $R_2-R_1$ and moderately small $R_3$.

To gain an impression of the potential of the reflectances in channels 1 and 2 to discriminate between surface types under thin clouds, Figure 3a shows a plot of $R_2-R_1$ against $R_4$ for pixels in a scene of 150 by 2500 km (34 x 408 pixels) extending across the satellite track from northeast to southwest and crossing the Siberian coast near the southwestern extremity of the scene. The northern portion of the region contains solid ice, a portion of which was covered by cloud. There is a stretch of open water off the coast and another area of cloud over the land and coastal region. Pixels identified by Sakellariou's algorithm as being clear ice/snow, clear ocean, and clear land are shown separately in Figures 3b-3d, respectively. The ice-covered pixels lie along a line that can be interpreted as being due to varying fractions of ice and ocean, the ends of the line representing open water and solid ice. The land pixels also lie along a well-defined line, which can be accounted for by varying amounts of vegetation and water surface fraction in the coastal pixels [Sakellariou and Leighton, 1988]. Pixels which are shown in Figure 3a but not Figures 3b-3d are cloudy. These pixels fall into three groups. The line of pixels extending from the cluster of ice-covered pixels evidently consists of thin clouds over ice. This identification is confirmed by the geographic location of these pixels in the northeastern portion of the scene in the region of solid ice. The pixels with positive values of $R_2-R_1$ that trail away from the line of clear land-covered pixels are thin cloud over land. Again this identification is reinforced by the geographic location of the pixels. The middle group of pixels with small negative values of $R_2-R_1$ extending away from the line of clear water and ice-covered pixels represent thin cloud over ocean or partially ice-covered ocean. As the clouds thicken, the cloud-covered pixels tend to converge toward small $\mid R_2-R_1 \mid$ and large $R_3$, regardless of the surface type. However, for this particular scene most of the clouds seem to be thin, in the sense that the signatures of the underlying surface are quite discernible.

Raschke [1987] found that thin clouds over snow and ice had values of $R_2-R_4$ less than -0.06. This threshold was confirmed by a comprehensive analysis of the reflectivity difference in channels 1 and 2 of scenes that were exclusively ice, land, or ocean, as determined from their geographical location and maps of the ice boundaries. The analysis showed that the thresholds shown in Figure 4 to classify pixels identified as being cloudy by Sakellariou's method as being thin cloud over land and over ocean. While the regions labelled 2 and 4 in Figure 4 will contain pixels that have surfaces that are predominantly ocean and ice/snow, respectively, region 4 may contain some fractions of water and region 2 may have small fractions of sea ice. All plots of the changes of $R_2-R_4$ with $R_4$ for regions of sea ice near the boundary of the ice reveal a well-defined linear arrangement of the pixels, with $R_4$ varying between 0.06 and 0.3. Beyond this range there are clusters of pixels suggesting homogeneous surfaces of open water and ice at the low and high reflectivity ends of the line, respectively. Accordingly, in order to estimate the ice fractions within an AVHRR FOV, $R_4$ is interpolated between these limits. While the selection of the exact limits of the range of $R_4$ is not well defined, the results of the comparison of scene identification based on AVHRR and ERBE radiances that follows are insensitive to the details of the interpolation. In fact, they differ only slightly from results based on a classification in which all pixels lying on the line were considered to be 100% ice-covered. Region 3, labelled thick cloud, is the domain of reflectivity where the underlying surface for cloudy pixels cannot be identified unambiguously. These thresholds are valid for solar zenith angles less than 82°. At larger zenith angles over the ocean, both $R_2$ and $R_2-R_4$ can be large, and hence thin cloud over the ocean and over land may be indistinguishable. One further complication is the possibility that pixels in region 2 are, in fact, land partially covered by snow. To allow for this when making the scene identification for an ERBE pixel from the AVHRR data, the ERBE geotype is referred to in order to verify that the pixel is not land before it is classified as being thin cloud over ocean.

Figure 5a shows results of the original Sakellariou scene identification algorithm for a sector of the Arctic on July 10, 1985, with much of the underlying surface obscured by cloud. In the results of the procedure described above (Figure 5b), the surface under a large portion of the cloud-covered region has been recognized as being covered by sea ice. It should be noted that fractional sea ice is not distinguished from solid ice in the images so as to enhance the contrast between the main scene types. Similarly, Figures 5c and 5d show a different sector of the Arctic on the same day, in which regions of the surface obscured by thin cloud are identified as being land, ocean, and ice. The good agreement between the ice edge found in Figure 5b and that given by the Navy/NOAA Joint Ice Center map, redrawn in Figure 6, provides a useful verification of the results. Most importantly, the boundary of the sea ice shown in Figure 5b agrees much more closely with the sea-ice map than does the ERBE specified sea-ice boundary, which in this region is at about 82°N (Figure 1). The regions of land identified in Figure
Fig. 3. Difference in reflectivity in channels 2 and 1 of the AVHRR plotted against the reflectivity in channel 2 from pass 2 on July 10, 1985, over the East Siberian Sea and the Siberian coast. (a) All scenes; (b) clear ice or snow; (c) clear ocean; (d) clear land.

5d agree well with the geography of the region and lead to further confidence in the ability of the algorithm to identify surface type under thin cloud. As an additional check on the reliability of the retrieval, it was verified that the fields are continuous in the sense that transitions from thin to thick clouds and vice versa are not related to changes in the nature of the underlying surface. By contrast, the boundary between overcast and mostly cloudy skies that parallels the 77.5°N latitude line in Figure 2b is clear evidence that specification of the sea-ice boundary influences cloud classification by ERBE. Similarly, regions of sea ice are continuous across boundaries between clear skies and thin cloud. Finally, since the usefulness of the algorithm is dependent on the ratio of the number of cloudy pixels classified as having thin cloud to the number with thick cloud, it should be noted that for the summer cases that have been analyzed, over 80% of the polar clouds fall in the "thin" category.

By combining the information on cloud and surface type for the 64 AVHRR pixels that correspond to a single ERBE pixel, it is possible to produce a new classification of each ERBE pixel. The cloud cover is simply determined from the fraction of the 64 AVHRR pixels that are found to be cloudy. Following the ERBE classification of cloud amount [Suttle et al., 1988], if less than 5% of the AVHRR pixels are cloudy, the ERBE pixel is clear; if from 5 - 50% are cloudy, the ERBE pixel is partially cloudy; if 50 - 95% are cloudy, the ERBE pixel is mostly cloudy;
Fig. 4. Values of reflectivity in channels 1 and 2 of the AVHRR used to distinguish surfaces underlying thin cloud for those pixels classified as being cloudy by the method of Sakellariou et al. (submitted manuscript, 1990).

and if more than 95% are cloudy, the ERBE pixel is classified as being overcast.

The nature of the surface is specified as belonging to one of six classes: land, ocean, ice/snow, and combinations of any two of the three pure surface types. The classification is based on the amounts of the two most abundant surface types found to be present in a particular ERBE pixel. If the most abundant surface type covers more than 95% of the surface, only that single surface type is taken to be present. If thin cloud covers less than 25% of the ERBE pixel, the classification of the surface of the ERBE pixel is only dependent on the AVHRR pixels that are clear or have thin cloud. Otherwise, the classification should also consider the surface type of the area covered by thick cloud. This is taken to be the surface type for that pixel, as specified by the ERBE algorithm, with the following modification. For an ERBE pixel that is not classified as being ice/snow, the area under thick cloud is assumed to have the same ice/snow fraction as the clear AVHRR pixels and the AVHRR pixels with thin cloud that are within the same ERBE FOV. If an ERBE pixel is prescribed as being ice/snow, the classification is assumed to be correct. The justification for this modification is that the ERBE scene specification tends to underestimate the amount of ice in regions with fractional ice cover. If the cloud cover is greater than 95% and more than 50% of the coverage is by thick cloud, no attempt is made to identify the surface and the pixel is taken to be overcast by thick cloud. The combination of four cloud conditions, six surface types, and the thick overcast class gives a total of 25 different kinds of ERBE scenes according to the present procedure.

4. COMPARISON OF SCENES IDENTIFIED FROM ERBE AND AVHRR DATA

4.1. Surface Type

The performance of the ERBE scene identification algorithm can be assessed by comparing it with the scene types deduced from AVHRR data. While the AVHRR-based scene types are not free from error, one can expect them to be more reliable than the ERBE-based scene types and hence to provide an useful measure of the performance of the ERBE algorithm. For the purpose of clarity, in the discussion that follows the AVHRR results are implicitly taken to be correct, although it is, of course, recognized that they do in fact contain error in the identification of surface type and cloud. An effective and informative way to compare the surface type prescribed by ERBE and that deduced from the AVHRR data is in terms of probability matrices [Coakley and Baldwin, 1988; Diekmann and Smith, 1989]. Three different matrices are defined:

\[ p_i(l_j) = \frac{n_{ij}}{N_{ij}}, \]  

(1)

Fig. 5. (a) Scene types identified from AVHRR data from pass 3 on July 10, 1985. Shades have the same meaning as in Figure 2a. (b) Same as Figure 5a, but now geotypes under thin cloud have been identified. Shade 4 represents thick cloud. (c) Same as Figure 5a but for a more southerly region from pass 5 on the same day. (d) Same as Figure 5b, but for the same region as in Figure 5c.
and genotype $j$ from the analysis of the AVHRR data. The matrix $p_j$ gives the conditional probability that the actual genotype $j$ (according to the AVHRR data) is identified as genotype $i$ by ERBE, $p_i$ gives the conditional probability that genotype $i$ as assigned by ERBE is actually genotype $j$, and $p$ gives the joint probability of a particular pair of genotype identifications by the two methods and so gives an indication of the relative frequency of the various misclassifications.

To provide adequate statistics, all ERBE pixels north of 60°N on four days in July 1985 (July 1, 10, 19, and 29) for which the AVHRR classification was not thick overcast and for which the solar zenith angle did not exceed 82° are included in the analysis, the results of which are given in Table 1. Geotype classes 1-4 refer to ocean, land, ice/snow, and a mixture of ocean and land, respectively. The AVHRR classes $j=5,6$ are mixtures of ocean and ice, and land and snow.

The fact that the first two diagonal elements of $p_j$ are both close to 100% implies that almost all of the ocean and land genotypes are correctly prescribed by ERBE. The reverse, that pixels specified by ERBE as being ocean and land actually correspond to those genotypes, is not necessarily true. In fact, from $p_j$ it is seen that for only 46% of the pixels is the ERBE prescription of ocean correct. In the case of land, only 68% are correctly prescribed, but a further 18% are a mixture of land and snow according to the AVHRR algorithm. For the ice/snow genotypes the situation is opposite to that for ocean and land. Only 52% of the ice/snow pixels are correctly prescribed by ERBE, with most of the misidentified pixels being specified as ocean. On the other hand, of those pixels identified as being ice by ERBE, 81% are correct and a further 13% are a mixture of ice and ocean. These discrepancies can be understood as resulting from the prescribed ice edge for the ERBE geotype specification being too far north, as described earlier. The matrix $p$ demonstrates that the discrepancies are significant in that, for example, pixels misclassified by ERBE as being ocean when they are really ice/snow account for 10% of all the pixels analyzed.

### 4.2. Clouds

Probability matrices $P_1$ and $P_2$ similar to those for surface type can be defined to compare the AVHRR and ERBE retrievals.
TABLE 1. Geotype Probability Matrices $p_1, p_2,$ and $p$ for the Region North of 60°N on July 1, 10, 19, and 29, 1985

<table>
<thead>
<tr>
<th>ERBE Geotype</th>
<th>AVHRR Geotype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Conditional Probability Matrix $p_1$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>87.6</td>
</tr>
<tr>
<td>2</td>
<td>2.4</td>
</tr>
<tr>
<td>3</td>
<td>2.6</td>
</tr>
<tr>
<td>4</td>
<td>7.4</td>
</tr>
<tr>
<td>Conditional Probability Matrix $p_2$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>46.2</td>
</tr>
<tr>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td>3</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>12.0</td>
</tr>
<tr>
<td>Joint Probability Matrix $p$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>15.8</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>1.3</td>
</tr>
</tbody>
</table>

The AVHRR geotypes 1-4 are the same as the ERBE geotypes 1-4, namely, ocean, land, ice/snow, and ocean-land mixture, respectively. AVHRR geotypes 5 and 6 are ocean-ice mixture and land-snow mixture.

of cloud, where the rows and columns are labelled by the cloud amount class, with $i, j = 1 - 4$ representing clear, partially cloudy, mostly cloudy, and overcast skies, respectively. The four diagonal elements of each of the conditional probability matrices $P_1$ and $P_2$, evaluated independently for each surface type and for all surfaces taken together, are given in Table 2. Only observations for which the AVHRR and ERBE geotypes agree are included in the probability matrices. The matrices $P_1$ and $P_2$ are equivalent to $p_1$ and $p_2$, respectively, in that diagonal elements of $P_1$ give the fraction of the pixels with a particular cloud condition that are correctly identified by the ERBE algorithm, whereas the diagonal elements of $P_2$ give the probability that a cloud condition identified by ERBE is correct. Pixels for which both the AVHRR and ERBE geotypes are ocean that are identified as being overcast by the ERBE algorithm are almost without exception (98.4%) correct. The reverse is not true, with only 38% of the overcast pixels over ocean actually being classified as overcast by ERBE. Similar results hold for overcast conditions over land and mixtures of ocean and land. Over ice/snow, 85% of the overcast pixels are so identified by ERBE, but only 46% of the pixels identified by ERBE as being overcast are in fact fully cloud-covered. The estimation of partially and mostly cloudy conditions is even less satisfactory. More important from the point of view of cloud-forcing studies are errors in the identification of clear pixels. From matrix 2 it is seen that the fraction of the pixels that are identified as being clear by ERBE that are really cloud contaminated according to the AVHRR varies from 58% (100%-42%) over land-ocean to 14% (100%-86%) over land.

The diagonal elements of the joint probability matrices give the joint probabilities of a particular sky condition being identified by both the ERBE and AVHRR algorithms. The off-diagonal elements give the joint probability of a particular type of misidentification, with the seriousness of the misidentification depending on the distance of the element in question from the diagonal. Error indices from 0 to 3 are assigned as shown below, with positive or negative indices indicating that the cloud amount deduced from the AVHRR measurements is greater or smaller than the ERBE amount, respectively [Diekmann and Smith, 1989].

$$e = \begin{pmatrix} 0 & 1 & 2 & 3 \\ -1 & 0 & 1 & 2 \\ -2 & -1 & 0 & 1 \\ -3 & -2 & -1 & 0 \end{pmatrix} \quad (7)$$

To determine if there is any tendency for overestimation or underestimation of cloud amount by ERBE for particular surface types, the joint probability matrix is calculated for each of the four surface types separately for all pixels for which the surface type identification from the AVHRR data and from ERBE agree. The results are plotted in Figures 7a-d in the form of histograms of the frequency of occurrence of error index.

The values of $P$, $A$, and $S$ that are given in the diagrams are figures of merit that serve to evaluate the ERBE cloud detection scheme quantitatively. $P$ is the Peisendorfer moment, also referred to as the "moment of misclassification" [Diekmann and Smith, 1989], which is defined by

$$P = \frac{1}{N} \sum_{j=1}^{4} \left( \sum_{i=1}^{4} e_{ij} \right) n_j,$$ \quad (8)

with $P$ ranging from 0 to 3 as the error in the ERBE cloud amount classification increases.

An alternative figure of merit is the skill score used by Coakley and Baldwin [1988] to measure the accuracy of the

Table 2. Central Diagonal Elements of Conditional Probability Matrices $P_1$ and $P_2$

<table>
<thead>
<tr>
<th>Geotype</th>
<th>CLR</th>
<th>PCD</th>
<th>MCD</th>
<th>OVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean</td>
<td>70.5</td>
<td>43.1</td>
<td>76.7</td>
<td>37.9</td>
</tr>
<tr>
<td>Land</td>
<td>52.5</td>
<td>59.6</td>
<td>70.8</td>
<td>51.8</td>
</tr>
<tr>
<td>Ice/Snow</td>
<td>36.9</td>
<td>0.0</td>
<td>0.0</td>
<td>85.7</td>
</tr>
<tr>
<td>Land-Ocean</td>
<td>57.0</td>
<td>43.3</td>
<td>71.5</td>
<td>44.7</td>
</tr>
<tr>
<td>All scenes</td>
<td>40.8</td>
<td>32.4</td>
<td>54.9</td>
<td>50.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geotype</th>
<th>CLR</th>
<th>PCD</th>
<th>MCD</th>
<th>OVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean</td>
<td>82.9</td>
<td>36.7</td>
<td>14.3</td>
<td>98.4</td>
</tr>
<tr>
<td>Land</td>
<td>86.2</td>
<td>40.1</td>
<td>33.9</td>
<td>93.2</td>
</tr>
<tr>
<td>Ice/Snow</td>
<td>46.0</td>
<td>0.0</td>
<td>0.0</td>
<td>46.5</td>
</tr>
<tr>
<td>Land-Ocean</td>
<td>42.1</td>
<td>41.6</td>
<td>23.8</td>
<td>97.6</td>
</tr>
<tr>
<td>All scenes</td>
<td>60.4</td>
<td>38.8</td>
<td>28.3</td>
<td>67.6</td>
</tr>
</tbody>
</table>

In $P_1$ these elements give the fraction of pixels in a particular cloud class that are correctly classified by ERBE. Elements are extracted from matrices computed for each of the four geotypes separately and for all geotypes taken together. In $P_2$ the central diagonal elements give the fraction of pixels in a particular cloud class that are actually correct. The data are from all passes on July 1, 10, 19, and 29, 1985, in the region north of 60°N.
It is noted from Figure 7 that for all geotypes, between 40% and 60% of the pixels are assigned to the correct cloud class by ERBE. However, the different geotypes show different biases in the distribution of the errors: ERBE tends to underestimate cloud amount over ocean and land-ocean and overestimate cloud amount over ice/snow. The strong underestimation of cloud cover by one class over the ocean is mainly accounted for by overcast pixels that are classified by ERBE as being only mostly cloud covered. In the Arctic in summer, the MLE method relies substantially on the shortwave observation rather than the longwave measurement because of the small difference in the mean thermal radiances of the surface and clouds compared to their standard deviations. The shortwave radiance means and standard deviations are latitude independent. Polar clouds are usually thinner than clouds at lower latitudes, so thresholds that are appropriate for the whole globe will tend to underestimate cloud amount in the polar regions over low albedo surfaces. The bias is somewhat weaker over purely land surfaces. Underestimation of cloud amount by one class for land surfaces is also primarily due to overcast pixels, 45% of which are identified by ERBE as being mostly cloudy in contrast to 60% for ocean surfaces. Less underestimation of cloud amount over land than over ocean perhaps occurs because the lands lie in the southern portions of the domain, where the clouds could be thicker and hence the contrast in albedo is greater, but more likely it occurs because the thermal contrast is greater. Apart from an underestimation of cloud over land, however, there is a significant overestimation of cloud by one class that arises from 45% of the clear pixels being misclassified as being partially cloudy by ERBE. Only two cloud classes, overcast or clear, are allowed by ERBE over ice/snow surfaces, so the error histogram in Figure 7c does not have the same significance as it does for the other underlying surfaces. The columns with error indices of -1, -2 and -3, for example, actually represent the probabilities that clear pixels are classified by ERBE as being partly cloudy, mostly cloudy, and overcast, respectively. It follows from Figure 7c that clear pixels are more likely to be misidentified than overcast pixels over ice/snow surfaces.

Overall, the determination of cloud class by the ERBE is found to be most successful over land and least successful over ice/snow in terms of both the Preisendorfer moment and the skill score S. It should be noted that if the cloud classes determined by the AVHRR and ERBE are compared for all pixels, without the constraint of the underlying surface being the same classification by the two methods, the ERBE cloud identification shows even less skill.

5. EFFECT OF SCENE MISIDENTIFICATION ON CLOUD FORCING

The errors in the ERBE scene identification discussed above may lead to significant errors in the determination of cloud forcing in the Arctic. Incorrect scene identification will lead to the use of the wrong angular dependence models to convert the radiances to irradiances, and incorrectly distinguishing between clear and cloudy scenes will directly result in errors in the determination of cloud forcing. In this section the AVHRR scene identification is used to select the appropriate ADM to derive fluxes from the ERBE-measured radiances and to identify clear scenes. The cloud forcing is then computed and compared with values determined exclusively from ERBE measurements. Only 4 days of AVHRR data, namely July 1, 10, 19 and 29, 1985, were used. Therefore results should not be
interpreted in any climatological sense, but only used to give an indication of the reliability of the cloud-forcing determination in the Arctic based solely on ERBE data.

5.1. Daily Mean Fluxes

Because of the higher spatial resolution of the AVHRR data, the AVHRR based classification of scenes contains two additional classes of cloud over ice, namely, partly cloudy over ice and mostly cloudy over ice, and two additional mixed surface types, land and ice/snow, and ocean and ice/snow. Angular models for mixed scenes are obtained from the weighted average of the two ERBE pure scene ADMs:

\[
R_{\omega} = \frac{wM_{1}(\theta_{0}) R_{1}(\theta_{0}, \phi) + (1-w)M_{2}(\theta_{0}) R_{2}(\theta_{0}, \phi)}{wM_{1}(\theta_{0}) + (1-w)M_{2}(\theta_{0})},
\]

where \(w\) is the fractional area of homogeneous scene 1; \(M(\theta_{0})\) is the ERBE-estimated flux for solar zenith angle \(\theta_{0}\) and \(R(\theta_{0}, \phi)\) is the ADM with viewing zenith angle \(\theta\) and relative azimuth \(\phi\). This equation is similar to the formula used by Stittles et al. [1988, 1989] to obtain the ADM for land-ocean mixtures, but in Stittles's formula the only weighting factor is \(M(\theta_{0})\). Here there is additional weighting by \(w\), which is obtained from the AVHRR analysis.

More than half of the region north of 67.5°N is covered by each satellite pass. Since there are 14 passes per day, each point of the surface is viewed between seven and 14 times, thus allowing the determination of daily mean fluxes by directly integrating fluxes over solar zenith angle.

5.2. Cloud Radiative Forcing

The cloud forcing, \(C\), is defined as the difference in the net daily fluxes for all sky conditions, \(L_{\text{cld}}\), and for clear skies, \(L_{\text{clr}}\), respectively.

\[
C = L_{\text{cld}} - L_{\text{clr}}.
\]

\[
L_{\text{clr}} = F_{o} - S_{\text{clr}} = E_{\text{clr}} = S'_{\text{clr}} - E_{\text{clr}}
\]

\[
L_{\text{cld}} = F_{o} - S_{\text{cld}} - E_{\text{cld}} = S'_{\text{cld}} - E_{\text{cld}}
\]

where \(F_{o}\), \(S\) and \(E\) are the daily mean incoming solar, outgoing solar, and outgoing longwave irradiances, respectively, and \(S'\) is absorbed clear irradiances. The cloud forcing can be split into shortwave (\(C_{s}\)), and longwave (\(C_{l}\)) components:

\[
C = C_{s} + C_{l}.
\]

\[
C_{s} = S_{\text{cld}} - S_{\text{clr}}
\]

\[
C_{l} = E_{\text{cld}} - E_{\text{clr}}
\]

The fluxes for the 4 days were grouped into nine latitude belts, each 2.5° wide, starting at 67.5°N. Within each latitude belt the data are grouped again, one group containing all the data and others containing the data from clear pixels of each surface type. The grouping of clear pixels according to the nature of the underlying surface is necessary because the occurrence of cloud is correlated with the underlying surface geotype. For instance, the cloud amount over much of Greenland is considerably lower than the average cloud amount at the same latitude [Fowinckel and Orvig, 1970]. A similar from the scene and cloud determinations from the present data, with clear skies occurring preferentially over ice/snow surfaces.

Therefore simply averaging the clear-sky fluxes from all clear pixels within a particular latitude belt would bias the zonal mean clear-sky flux in favor of the high-albedo ice/snow surface regions. To avoid this bias, mean clear-sky fluxes are obtained for each geotype and the zonal mean is obtained by weighting the value for each surface type by its fractional area within the latitude belt.

5.3. Comparison of Results Based on AVHRR and ERBE Scene Identifications

Figure 8 shows the meridional variation of the zonal mean absorbed solar fluxes and outgoing longwave fluxes under all sky conditions, with ADMs based on scene identification from the AVHRR (Figure 8a) and ERBE (Figure 8b). The good agreement in the two plots shows that the zonal mean fluxes are

![Fig. 8. Average meridional variation of the shortwave absorbed flux (SW), outgoing longwave flux (LW), and net flux (NET), for the 4 days in July 1985, and calculated from ERBE-measured radiances and scene types identified by (a) AVHRR and (b) ERBE.](image-url)
insensitive to the scene identification. The similarity in the absorbed solar fluxes can be explained by the similarity in the ADMs for ice/snow and cloud, whereas the similarity in the longwave fluxes is due to similar temperatures. The longwave flux has very little meridional variation, while the shortwave-absorbed flux decreases with increasing latitude. Radiation has a weak heating effect in the Arctic for the period considered here except poleward of 83°N, where the multiyear ice is sufficient to balance the shortwave heating by longwave cooling.

When the zonal mean fluxes for clear skies are compared (Figure 9), it is seen that longwave fluxes are still very similar, but now there is a considerable difference in the shortwave fluxes. The absorbed shortwave flux based on the AVHRR scene identification is smaller than that based on the ERBE scene identification in the lower latitudes of the Arctic and is higher in the high-latitude region. The AVHRR-based flux decreases fairly smoothly with increasing latitude, whereas the ERBE-based flux decreases sharply between 81° and 83°N.

Figure 10 shows the meridional variations of shortwave, longwave, and net cloud forcing deduced from ERBE-measured radiances and AVHRR scene identification. It is evident that the negative shortwave cloud forcing is much larger in magnitude than the positive longwave cloud forcing, leading to negative net cloud forcing in the Arctic. In contrast to the small variation of longwave cloud forcing with latitude, the magnitudes of the shortwave and net cloud forcing decrease toward the pole as the ice fraction increases. The peak in shortwave and net cloud forcing between 74° and 81°N reflects the influence of the Greenland ice cap.

As shown in Figure 11, scene misidentification by ERBE has a significant effect on the derived cloud forcing. Since the longwave fluxes based on AVHRR and ERBE scene identifications are similar, the longwave forcing is insensitive to the scene identification procedure. However, the significant differences in the clear-sky shortwave fluxes deduced from the two methods results in equivalent differences in the shortwave and net cloud forcing which are as large as 50 W m⁻². These discrepancies result from the sharp sea-ice boundary that is included in the ERBE scene identification. The boundary, which is north of the region of fractional sea ice, has the effect that much of the high-albedo fractional sea ice located south of 80°N (Figure 1) is interpreted as cloud over ocean and is not included in the determination of the clear-sky flux. Thus the ERBE zonally averaged clear sky absorbed solar flux excludes much of the region that is covered by sea ice and hence overestimates the average absorbed solar radiation. This explanation is confirmed by the increasing fraction of clear ice/snow covered pixels identified by the AVHRR that are identified by ERBE as being cloud-covered as the latitude decreases (Figure 12). As the amount of fractional sea ice diminishes south of 74°N and north of 79°N, the ERBE and AVHRR determinations of cloud forcing converge. Poleward of 82°N the ERBE cloud forcing becomes more positive than the AVHRR values. In this region sea ice is correctly prescribed by ERBE. However, as the latitude increases, the fraction of the pixels identified as being cloud-covered by AVHRR that are

![Figure 9](image9.jpg)

**Fig. 9.** Same as Figure 8, but for clear regions only.

![Figure 10](image10.jpg)

**Fig. 10.** Average meridional variation of shortwave, longwave, and net cloud forcing computed from ERBE radiances and scene types identified by the AVHRR for the 4 days in July 1985.
misidentified as being clear ice by ERBE increases (Figure 12). This could well account for an underestimation of the absorbed solar flux under clear skies.

The southern region, where the net cloud forcing determined from the AVHRR data is larger than that from the ERBE data, dominates the cloud forcing for the whole domain. This leads to a domain mean net cloud forcing based on AVHRR scenes that is 33 W m$^{-2}$ larger than that based on ERBE scenes. The components of cloud forcing from the AVHRR and ERBE data are compared for the whole domain in Table 3.

From the AVHRR data the average cloud forcing over the whole domain can be determined for each geotype (Table 4). As expected, shortwave cloud forcing over land and ocean have the largest magnitudes, and over ice the magnitude is smallest. The largest longwave forcing is over land, where temperatures are warmest, and the smallest forcing is over ice. The net cloud forcing is negative for all geotypes.

The standard deviations of the mean zonal fluxes $S_{dcr}$, $S_{dcl}$, $E_{dcr}$, and $E_{dcl}$, as well as net cloud forcing calculated from the standard deviations of the fluxes from pixels of the same geotype, cloud cover, and solar zenith angle are small, being always less than 5.5 W m$^{-2}$. These values, however, do not account for the uncertainties resulting from misidentification of geotype, cloud cover, and the angular dependence models.

6. CONCLUSIONS

Cloud radiative forcing is a useful way of quantifying the effect of clouds on the Earth’s radiation budget. To determine the cloud forcing, correct scene identification is required in order to use the appropriate ADM to convert measured radiance to irradiance, and to distinguish between clear and cloud-contaminated pixels. Scene identification is a particular
Table 3. Comparison of the Domain-Mean Shortwave, Longwave, and Net Cloud Forcing Derived From Scene Identification Based on AVHRR and ERBE Data

<table>
<thead>
<tr>
<th>Scene ID</th>
<th>Shortwave W m⁻²</th>
<th>Longwave W m⁻²</th>
<th>Net W m⁻²</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVHRR</td>
<td>-56.0</td>
<td>15.4</td>
<td>-40.6</td>
</tr>
<tr>
<td>ERBE</td>
<td>-94.1</td>
<td>20.3</td>
<td>-73.8</td>
</tr>
</tbody>
</table>

Data is from all passes on the 4 days in July 1985 in the region north of 67.5°N.

Table 4. Shortwave, Longwave, and Net Cloud Forcing Over Different Geotypes Determined From AVHRR Data

<table>
<thead>
<tr>
<th>Geotype</th>
<th>Ocean</th>
<th>Land</th>
<th>Ice/Snow</th>
<th>Ocean</th>
<th>Land</th>
<th>Ice/Snow</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWCF</td>
<td>-120.4</td>
<td>-108.5</td>
<td>-35.3</td>
<td>-115.6</td>
<td>-80.5</td>
<td>-69.1</td>
</tr>
<tr>
<td>LWCF</td>
<td>19.7</td>
<td>33.1</td>
<td>9.6</td>
<td>25.3</td>
<td>12.6</td>
<td>15.2</td>
</tr>
<tr>
<td>NETCF</td>
<td>-100.7</td>
<td>-75.4</td>
<td>-25.7</td>
<td>-90.3</td>
<td>-67.9</td>
<td>-53.9</td>
</tr>
</tbody>
</table>

All measurements are in units of W m⁻². Data is from all passes on the 4 days in July 1985 in the region north of 67.5°N.

problem at high latitudes, where snow and ice backgrounds and clouds may easily be confused.

Surface geotypes and clouds obtained from the ERBE scene identification algorithm differ significantly from the geotype identification and cloud classification deduced from AVHRR radiances in the Arctic region in summer. The multichannel AVHRR radiances have a greater potential to distinguish between different surface types, and between clouds and the underlying surface. In the absence of suitable ground truth more confidence must be given to the AVHRR identification when the ERBE and AVHRR results differ.

Comparison of the geotypes given by ERBE with those deduced from AVHRR measurements suggest that most of the regions specified by ERBE as having an ice/snow surface are correct. However, there are large areas that ERBE specifies as being ice-free ocean that are actually partially or totally covered by ice. The discrepancy results from the specified ice/snow - open ocean boundary being too far north and the absence of a transition zone from solid ice to open ocean. Over the partially ice-covered but clear ocean, ERBE identifies regions of high reflectivity as being cloudy which results in an overestimation of cloud amount. Over regions where both the AVHRR analysis and ERBE identify the underlying surface as being land or ocean, ERBE underestimates the cloud amount compared to the AVHRR algorithm. In cases where both methods identify the underlying surface as being ice or snow, ERBE overestimates cloud amount.

Two sets of fluxes are derived from the ERBE-measured radiances: one from bidirectional models selected according to the AVHRR-determined scene types and the other according to ERBE scene types. Longwave cloud forcing determined from the two sets of fluxes and scene types is similar, but differences in the clear-sky fluxes produce appreciable differences in the shortwave cloud forcing. The magnitude of the negative shortwave cloud forcing based on the ERBE scene identification is overestimated over most of the Arctic, with the largest differences about 50 W m⁻² occurring in the area between 73° and 82°N, where fractional sea-ice has the most influence. Further north, where the surface is predominantly ice-covered, the magnitude of the cloud forcing obtained from ERBE is smaller than that from the AVHRR owing to the difficulty in identifying clouds over the high-reflectivity, cold background. The magnitude of the difference is about one half that in the southern portion of the Arctic, and the area is substantially smaller, so that the southern region dominates the average cloud forcing over the whole region.

Although the magnitudes of the differences in cloud forcing deduced from the two scene identification approaches are characteristic of the particular meteorological and surface conditions present on the 4 days studied, the present results do point out the potentially large errors that may result from the determination of cloud forcing at high latitudes from ERBE data.
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