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Abstract. This study investigates the roles played by model
resolution and microphysics parameterizations in the well-
known uncertainties or errors in simulations of clouds, pre-
cipitation, and their interactions with aerosols by the numer-
ical weather prediction (NWP) models. For this investiga-
tion, we used cloud-system-resolving model (CSRM) simu-
lations as benchmark simulations that adopt high-resolution
and full-fledged microphysical processes. These simulations
were evaluated against observations, and this evaluation
demonstrated that the CSRM simulations can function as
benchmark simulations. Comparisons between the CSRM
simulations and the simulations at the coarse resolutions that
are generally adopted by current NWP models indicate that
the use of coarse resolutions as in the NWP models can lower
not only updrafts and other cloud variables (e.g., cloud mass,
condensation, deposition, and evaporation) but also their sen-
sitivity to increasing aerosol concentration. The parameteri-
zation of the saturation process plays an important role in
the sensitivity of cloud variables to aerosol concentrations.
while the parameterization of the sedimentation process has
a substantial impact on how cloud variables are distributed
vertically. The variation in cloud variables with resolution is
much greater than what happens with varying microphysics

parameterizations, which suggests that the uncertainties in
the NWP simulations are associated with resolution much
more than microphysics parameterizations.

1 Introduction

It is well known that there are errors in NWP simula-
tions of the water and energy cycles, and the treatment of
clouds and precipitation and their interactions with aerosols
in the NWP models is likely a major source of those errors
(Sundqvist et al., 1989; Randall et al., 2006; Seifert et al.,
2012). Thus, the NWP community has recognized that the
accurate representation of clouds, precipitation, and cloud–
aerosol–precipitation interaction (CAPI) is important for the
improvement of NWP models, and some of these models
have started to improve the representation by considering
CAPI (Morcrette et al., 2011; Dipu et al., 2017).

CAPI may not have a substantial impact on the total pre-
cipitation amount, but it does affect the temporal and spa-
tial variabilities of precipitation (Li et al., 2011; van den
Heever et al., 2011; Seifert et al., 2012; Lee and Feingold,
2013; Fan et al., 2013; Lee et al., 2014), the importance of
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which increases as the temporal and/or spatial scales of the
forecast decrease. The distribution of extreme precipitation
events such as droughts and floods, closely linked to the spa-
tiotemporal variability, has important social and economic
implications.

In recent years, resolution in NWP models has increased to
the point that traditional cumulus parameterization schemes
may no longer work properly. Motivated by this, scale-aware
cumulus parameterization schemes (e.g., Bogenschutz and
Krueger, 2013; Thayer-Calder et al., 2015; Griffin and Lar-
son, 2016) are being implemented into these models with dif-
ferent resolutions for better representation of clouds and pre-
cipitation. These scale-aware schemes, which represent sub-
grid-scale dynamic processes (e.g., cloud-scale updrafts and
downdrafts) that are associated with cloud convection as in
traditional cumulus parameterizations, are designed to be ap-
plied to the increased resolution in the NWP models.

The uncertainties or the errors in simulations of clouds,
precipitation, and CAPI in the NWP models may be incurred
both from microphysics parameterizations and from model
resolution. The implementation of two-moment cloud mi-
crophysics (e.g., Morrison and Gettelman, 2008; Morrison
et al., 2009) and scale-aware schemes is intended to reduce
these uncertainties. It is important to first understand and
quantify the uncertainties associated with the two-moment
scheme and how model resolution creates the uncertainties;
it is also important to understand the relative significance
between the uncertainties associated with the two-moment
scheme and those created by resolution. This understanding
and quantification can provide us with a guideline on how to
represent microphysics in two-moment schemes and sub-grid
processes in scale-aware schemes for the efficient reduction
of the uncertainties in NWP models. Note that the represen-
tation of sub-grid processes requires information on the con-
tribution of resolution to the uncertainties, and in this study,
we focus on the two-moment scheme developed by Morri-
son and Gettelman (2008) and Morrison et al. (2009), which
is referred to as the MG scheme henceforth.

Fan et al. (2012) and Khain et al. (2015) have shown that
the parameterizations of three key microphysical processes
(i.e., saturation, collection, and sedimentation) in microphys-
ical schemes act as a main source of errors in the simula-
tion of clouds, precipitation, and CAPI. We try to identify
and quantify the errors or the uncertainties through com-
parisons between simulations with parameterizations of the
three key processes in the MG scheme and the CSRM sim-
ulations with full-fledged microphysical processes. Regard-
ing the understanding of the uncertainties arising from the
choice of resolution, we also perform comparisons between
high-resolution CSRM simulations and low-resolution sim-
ulations. This helps gain an understanding of how the mi-
crophysical representation and coarse resolution in NWP
models contribute to the uncertainties in their simulations of
clouds and precipitation by accounting for CAPI. Here, the
CSRM simulations act as benchmark simulations by repre-

senting microphysical processes with high-level sophistica-
tion and by resolving cloud-scale physical and dynamic pro-
cesses with a high resolution.

2 The CSRM

The Advanced Research Weather Research and Forecasting
(ARW) model, a non-hydrostatic compressible model, is the
CSRM selected for use in this study. A fifth-order mono-
tonic advection scheme is used for the advection of cloud
variables (Wang et al., 2009). The ARW model considers ra-
diation processes by adopting the Rapid Radiation Transfer
Model for General Circulation Models (RRTMG; Fouquart
and Bonnel, 1980; Mlawer et al., 1997). The effective sizes
of hydrometeors, which vary with varying aerosol proper-
ties, are calculated in a microphysics scheme that is adopted
by this study and described below; the calculated sizes are
transferred to the RRTMG. Then, the effects of the effec-
tive sizes of hydrometeors on radiation are calculated in the
RRTMG. The ARW model considers sub-grid-scale turbu-
lence by adopting 1.5-order turbulence kinetic energy closure
(Basu et al., 1998).

For an assessment of the uncertainties in the MG scheme,
which is a type of bulk scheme, we need to use micro-
physics schemes that are much more sophisticated than the
MG scheme. Through extensive comparisons between vari-
ous types of bin schemes and bulk schemes, Fan et al. (2012)
and Khain et al. (2015) have concluded that the use of bin
schemes or bin–bulk schemes is desirable for reasonable sim-
ulations of clouds, precipitation, and their interactions with
aerosols. This is because these schemes do not use a satu-
ration adjustment, a mass-weight mean terminal velocity, or
constant collection efficiencies that have been used in bulk
schemes. Instead, bin schemes use predicted supersaturation
levels and terminal velocities and collection efficiencies that
vary with the sizes of hydrometeors. Based on the work by
Fan et al. (2012) and Khain et al. (2015), this study considers
bin schemes to be full-fledged microphysics schemes against
which the uncertainties in the MG scheme can be assessed.
Hence, a bin scheme is adopted in the CSRM used here.

The bin scheme adopted by the CSRM is based on the He-
brew University Cloud Model described by Khain and Lynn
(2009). The bin scheme solves a system of kinetic equations
for the size distribution functions of water drops, ice crystals
(plate, columnar, and branch types), snow aggregates, grau-
pel and hail, and cloud condensation nuclei. Each size distri-
bution is represented by 33 mass-doubling bins; i.e., the mass
of a particle mk in the kth bin is mk = 2mk−1.

As stated in the Introduction, this study focuses on the un-
certainties or errors in the simulations of clouds, precipita-
tion, and CAPI. This means that the examination of the un-
certainties in the simulations of aerosol physics and chem-
istry is out of the scope of this study. Instead of simulat-
ing aerosol physics and chemistry explicitly, initial aerosol
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physical and chemical properties (i.e., aerosol chemical com-
position and size distribution) are prescribed. Then, aerosol
size distribution (or aerosol number concentration in each
size bin) evolves only through cloud processes (as described
below) but not through aerosol physical and chemical pro-
cesses. During the evolution, the prescribed aerosol compo-
sition is assumed not to vary.

In this study, it is assumed that aerosol particles are com-
posed of ammonium sulfate. The aerosol size distribution
evolves prognostically with sinks and sources, which include
advection, droplet nucleation, and aerosol regeneration from
droplet evaporation (Fan et al., 2009). Aerosol activation is
calculated according to the Köhler theory; i.e., aerosol par-
ticles with radii exceeding the critical value at a grid point
are activated to become droplets based on predicted super-
saturation, and the corresponding bins of the aerosol spec-
tra are emptied. After activation, the aerosol mass is trans-
ported within hydrometeors by collision–coalescence and re-
moved from the atmosphere once hydrometeors that contain
aerosols reach the surface. Aerosol particles return to the
atmosphere upon evaporation or the sublimation of the hy-
drometeors that contain them.

3 The cases

3.1 The Seoul case

A mesoscale convective system (MCS) was observed over
Seoul, Korea (37.57◦ N, 126.97◦ E; 09:00 local solar time
(LST) on 26 July 2011–09:00 LST 27 July 2011). This case,
referred to as the Seoul case, involved heavy rainfall with
a maximum precipitation rate of ∼ 150 mmh−1. This heavy
rainfall caused flash floods and landslides on a mountain at
the southern flank of the city, leading to the deaths of 60 peo-
ple.

At 09:00 LST 26 July 2011, favorable synoptic-scale fea-
tures for the development of heavy rainfall over Seoul were
observed. The western Pacific subtropical high (WPSH) was
located over the southeast of Korea and Japan, and there was
a low-pressure trough over north China (Fig. 1a). Low-level
jets between the flank of the WPSH and the low-pressure sys-
tem brought warm, moist air from the Yellow Sea to the Ko-
rean Peninsula (Fig. 1b). The transport of warm and moist
air by the southwesterly low-level jet is an important condi-
tion for the development of heavy rainfall events over Seoul
(Hwang and Lee, 1993; Sun and Lee, 2002).

3.2 The Houston case

An MCS was observed over Houston, Texas (29.42◦ N,
94.45◦W; 07:00 LST 18 July 2013–04:00 LST 19
July 2013). The Houston case involved moderate rain-
fall with a maximum precipitation rate of ∼ 50 mmh−1.

At 05:00 LST, 2 hours before the initiation of convection,
the low-level wind in and around Houston was southerly

(Fig. 1c), favoring the transport of water vapor from the Gulf
of Mexico to the Houston area. Associated with this, the en-
vironmental convective available potential energy (CAPE)
(Fig. 1d) in and around Houston along the coastline was high
(as represented by red areas in Fig. 1d). The high CAPE pro-
vided a favorable condition for the development of the MCS.

4 The CSRM simulations

Using the ARW model and its bin scheme, a three-
dimensional CSRM simulation of the observed MCS was
performed over the MCS period for each of the cases.

Initial and boundary conditions, which represent the syn-
optic features, for the control run are derived from the Na-
tional Centers for Environmental Prediction Global Forecast
System final (FNL) analysis. The open lateral boundary con-
dition is adopted in the control run. This enables the advec-
tion of the synoptic condition into and out of a domain in
the CSRM simulations to occur through the boundary of the
domain. All experiments employ a prognostic surface skin
temperature scheme (Zeng and Beljaars, 2005) and a revised
roughness length formulation (Donelan et al., 2004).

The control run for each of the cases consists of a domain
with a Lambert conformal map projection. The domain is
marked by the rectangle for the Seoul case in Fig. 2a and
the domain for the Houston case is shown in Fig. 2b. The
control run for the Seoul case is referred to as “the control-
Seoul run” and the control run for the Houston case is re-
ferred to as “the control-Houston run” henceforth. The do-
main for the Seoul (Houston) case covers the Seoul (Hous-
ton) area; to resolve cloud-scale processes, a 500 m horizon-
tal resolution is applied to the domain. The domain has 41
vertical layers with a vertical resolution ranging from 70 m
near the surface to 800 m at the model top (∼ 50 hPa). Note
that the cumulus parameterization scheme is not used in this
domain where cloud-scale convection and associated convec-
tive rainfall generation are assumed to be explicitly resolved.
Based on observations, the aerosol concentration at the sur-
face at the first time step is set at 5500 (1500) cm−3 for the
Seoul (Houston) case. Above the top of the planetary bound-
ary layer around 2 km, the aerosol concentration is reduced
exponentially.

To examine and isolate CAPI, i.e., the effect of increasing
the loading of aerosols on clouds and precipitation, the con-
trol run is repeated with the aerosol concentration at the first
time step reduced by a factor of 10. This factor is based on
observations showing that reduction in aerosol loading be-
tween polluted days and clean days is generally tenfold over
Seoul and Houston (Lance et al., 2009; Kim et al., 2014).
This simulation is referred to as the low-aerosol-Seoul run
for the Seoul case and the low-aerosol-Houston run for the
Houston case. Since the control-Seoul run and the control-
Houston run involve higher aerosol concentrations than the
low-aerosol-Seoul run and the low-aerosol-Houston run, re-
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Figure 1. (a) Sea-level pressure (hPa) and (b) 850 hPa wind (ms−1; arrows) geopotential height (m; contours) and equivalent potential
temperature (K; shaded) at 09:00 LST on 26 July 2011 over northeast Asia. The rectangles in the Korean Peninsula in panels (a) and (b)
mark the center of Seoul. (c) Sea-level pressure (hPa; shaded) and wind at 10 ma.s.l. (ms−1; barbs) and (d) convective available potential
energy (Jkg−1) at 05:00 LST on 18 July 2013 in and around Houston. The rectangles in panels (c) and (d) mark the center of Houston.

spectively, for naming purposes the control-Seoul run and the
control-Houston run are also referred to as the high-aerosol-
Seoul run and the high-aerosol-Houston run, respectively.

In addition to the simulations described above, more sim-
ulations were performed to fulfill the goals of this study (Ta-
ble 1). Details of those simulations are given in the following
sections.

5 Results

5.1 Test on the effects of resolution on the simulations
of clouds, precipitation, and CAPI

5.1.1 Cloud mass

To test the effects of resolution on the simulations of clouds,
precipitation, and their interactions with aerosols, we repeat
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Table 1. Description of the simulations.

Simulations Case Aerosol number Micro- Resolution Saturation Sedimentation Collection
concentration at physics

the surface (cm−3) scheme

High-aerosol-Seoul run Seoul 5500 Bin 500 m Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-Seoul run Seoul 550 Bin 500 m Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
High-aerosol-Houston run Houston 1500 Bin 500 m Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-Houston run Houston 150 Bin 500 m Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
High-aerosol-15-Seoul run Seoul 5500 Bin 15 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-15-Seoul run Seoul 550 Bin 15 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
High-aerosol-15-Houston run Houston 1500 Bin 15 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-15-Houston run Houston 150 Bin 15 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
High-aerosol-35-Seoul run Seoul 5500 Bin 35 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-35-Seoul run Seoul 550 Bin 35 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
High-aerosol-35-Houston run Houston 1500 Bin 35 km Supersaturation prediction Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-35-Houston run Houston 150 Bin 35 km Supersaturation prediction MG-scheme sedimentation MG-scheme collection
High-aerosol-MG-Seoul run Seoul 5500 MG 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
Low-aerosol-MG-Seoul run Seoul 550 MG 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
High-aerosol-MG-Houston run Houston 1500 MG 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
Low-aerosol-MG-Houston run Houston 150 MG 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
High-aerosol-sat-Seoul run Seoul 5500 Bin 500 m Saturation adjustment Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-sat-Seoul run Seoul 550 Bin 500 m Saturation adjustment Bin-scheme sedimentation Bin-scheme collection
High-aerosol-sat-Houston run Houston 1500 Bin 500 m Saturation adjustment Bin-scheme sedimentation Bin-scheme collection
Low-aerosol-sat-Houston run Houston 150 Bin 500 m Saturation adjustment Bin-scheme sedimentation Bin-scheme collection
High-aerosol-sed-Seoul run Seoul 5500 Bin 500 m Saturation adjustment MG-scheme sedimentation Bin-scheme collection
Low-aerosol-sed-Seoul run Seoul 550 Bin 500 m Saturation adjustment MG-scheme sedimentation Bin-scheme collection
High-aerosol-sed-Houston run Houston 1500 Bin 500 m Saturation adjustment MG-scheme sedimentation Bin-scheme collection
Low-aerosol-sed-Houston run Houston 150 Bin 500 m Saturation adjustment MG-scheme sedimentation Bin-scheme collection
High-aerosol-col-Seoul run Seoul 5500 Bin 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
Low-aerosol-col-Seoul run Seoul 550 Bin 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
High-aerosol-col-Houston run Houston 1500 Bin 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection
Low-aerosol-col-Houston run Houston 150 Bin 500 m Saturation adjustment MG-scheme sedimentation MG-scheme collection

the standard CSRM runs at the 500 m resolution (i.e., the
high-aerosol-Seoul run, the low-aerosol-Seoul run, the high-
aerosol-Houston run, and the low-aerosol-Houston run) by
using 15 and 35 km resolutions instead. These resolutions
are similar to those generally adopted by current NWP mod-
els. To isolate the effects of resolution on the simulations
of clouds, precipitation, and their interactions with aerosols,
only resolution varies among the CSRM runs at the fine res-
olution and the repeated runs at the coarse resolutions here,
and these runs have an identical model setup except for reso-
lution. For the identical setup, as an example, we do not apply
the convection parameterizations (e.g., cumulus parameteri-
zations) to the repeated runs, since the convection parame-
terizations are not applied to the CSRM runs. Hence, cloud
variables (e.g., the updraft speed) are not diagnosed by con-
vection parameterizations but predicted in both the CSRM
runs and the repeated runs. With the identical setup except
for resolution, the comparisons between the CSRM simula-
tions and the repeated simulations can isolate the pure effects
of the use of coarse resolution on clouds, precipitation, and
their interactions with aerosol.

The repeated simulations at the 15 km resolution are re-
ferred to as the high-aerosol-15-Seoul run, the low-aerosol-
15-Seoul run, the high-aerosol-15-Houston run, and the low-
aerosol-15-Houston run, while the repeated simulations at
the 35 km resolution are referred to as the high-aerosol-35-
Seoul run, the low-aerosol-35-Seoul run, the high-aerosol-
35-Houston run, and the low-aerosol-35-Houston run. In this

study, simulations with names that include “high-aerosol”
represent the polluted scenario, while those with names in-
cluding “low-aerosol” represent the clean scenario. In the fol-
lowing, we describe results from the standard and repeated
simulations. For the Houston case, no clouds form at the
35 km resolution, so the description of results is only for re-
sults at the 15 km resolution.

Figure 3a and b show the vertical distributions of the time-
and domain-averaged cloud liquid content (CLC) in the sim-
ulations for the Seoul case and the Houston case, respec-
tively. Figure 4a and b show the vertical distributions of the
time- and domain-averaged cloud ice content (CIC) in the
simulations for the Seoul case and the Houston case, respec-
tively. There are increases in the cloud mass (represented
by CLC and CIC) with increasing aerosol concentration be-
tween the polluted scenario and the clean scenario, not only
for both the Seoul and Houston cases but also at all resolu-
tions considered. The cloud mass is substantially less at the
15 and 35 km resolutions compared to that in the simulations
at the 500 m resolution. In addition, increases in the cloud
mass with increasing aerosol concentration are reduced sub-
stantially as resolution coarsens. At the 500 m resolution, on
average, there is about a ∼ 30–50 % increase in cloud mass,
while at the 15 or 35 km resolutions there is only a ∼ 2–5 %
increase in cloud mass in both cases.

Figure 5a and b show the time series of the domain-
averaged liquid water path (LWP) and ice water path (IWP)
for the Seoul case, while Fig. 6a and b show the same for the
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Figure 2. (a) The domain (marked by the rectangle) used in simu-
lations for the Seoul case. The small white circle marks the center
of Seoul. (b) The domain used in simulations for the Houston case.
The small white circle marks the center of Houston.

Houston case. Note that LWP and IWP are the vertical inte-
grals of CLC and CIC, respectively. Consequently, the same
behavior as CLC and CIC is seen: there are increases in LWP
and IWP with increasing aerosol concentrations between the
polluted and clean scenarios at all resolutions, while there
are less LWP and IWP with the use of the 15 and 35 km res-
olutions compared to using the 500 m resolution. Also, the
sensitivity of LWP and IWP to increasing aerosol concentra-
tions is reduced significantly as resolution coarsens.

In Figs. 5 and 6, satellite-observed LWP and IWP for both
cases follow their CSRM-simulated counterparts reasonably
well for the polluted scenario. This shows that the CSRM
simulations, which are performed with the 500 m resolution,
perform well and can thus represent benchmark simulations.
Taking the CSRM simulations as benchmark simulations, we
see that the ARW simulations at the coarse resolutions of 15
and 35 km underestimate the cloud mass and its sensitivity
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Figure 3. Vertical distributions of the time- and domain-averaged
cloud liquid content (CLC) for (a) the Seoul case and (b) the Hous-
ton case. Solid lines represent simulations at the 500 m resolution,
while dashed lines represent those at the 15 km resolution. Dotted
lines represent simulations at the 35 km resolution.

to increasing aerosol concentrations compared to the CSRM
simulations due to coarse resolution.

5.1.2 Updrafts, condensation, and deposition

To understand the response of the cloud mass to increasing
aerosol concentrations and the variation in the cloud mass
and its response to increasing aerosol concentrations with
varying resolution, as shown in Figs. 3–6, we calculate up-
draft mass fluxes since these fluxes control supersaturation
that in turn controls condensation and deposition as key de-
termination factors for the cloud mass. Updraft mass fluxes
are obtained by multiplying the predicted updraft speed by
air density. Since there are negligible differences in air den-
sity among the ARW simulations, most of differences in up-
draft mass fluxes among the simulations are caused by dif-
ferences in the updraft speed or updrafts. Those differences
in air density are in general ∼ 2 orders of magnitude smaller
than those in the updraft speed or updrafts. We also obtain
condensation and deposition rates. The vertical distributions
of the time- and domain-averaged updraft mass fluxes, con-
densation rates, and deposition rates for the Seoul and Hous-
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ton cases are shown in Figs. 7–9, respectively. Here, conden-
sation and deposition rates are defined as the rates of changes
in liquid mass and ice mass in a unit volume of air and for
a unit time due to condensation and deposition on the surface
of hydrometeors, respectively.

As seen for the cloud mass, updraft mass fluxes and
condensation and deposition rates increase with increasing
aerosol concentrations between the polluted scenario and the
clean scenario at all resolutions and for all cases considered.
Increasing aerosol concentrations alter cloud microphysical
properties such as drop size and autoconversion. Aerosol-
induced changes in autoconversion in turn increase cloud liq-
uid mass as a source of evaporation and freezing. Numerous
studies (e.g., Khain et al., 2005; Seifert and Beheng, 2006;
Tao et al., 2007, 2012; van den Heever and Cotton, 2007;
Storer et al., 2010; Lee et al., 2013, 2017) have shown that
aerosol-induced increases in cloud liquid mass and associ-
ated increases in the freezing of cloud liquid enhance the
freezing-related latent heating and thus parcel buoyancy, and
this invigorates convection or increases updraft mass fluxes.
Studies have also shown that the aerosol-induced increases in
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Figure 7. Vertical distributions of the time- and domain-averaged
updraft mass fluxes for (a) the Seoul case and (b) the Houston
case. Solid lines represent simulations at the 500 m resolution, while
dashed lines represent those at the 15 km resolution. Dotted lines
represent simulations at the 35 km resolution.

cloud liquid mass and associated increases in the evaporation
of cloud liquid enhance the evaporation-related latent cool-
ing and thus negative buoyancy. This intensifies downdrafts,
and after reaching the surface, the intensified downdrafts
spread out toward the surrounding warm air to form inten-
sified gust fronts and then uplift the warm air more strongly.
More strongly uplifted warm air leads to invigorated convec-
tion or increased updraft mass fluxes. These freezing- and
evaporation-related invigoration mechanisms are operative
to induce the aerosol-induced enhancement of updraft mass
fluxes, condensation, and deposition in this study.

Aerosol-induced percentage increases in updraft mass
fluxes and deposition and condensation rates at the 500 m
resolution between the polluted scenario and the clean sce-
nario are approximately 1 order of magnitude greater than
those at the 15 and 35 km resolutions. Stated differently, the
sensitivity of updraft mass fluxes to increasing aerosol con-
centrations is reduced substantially with coarsening resolu-
tion, due to this, the sensitivity of deposition and conden-
sation rates, and thus the cloud mass, to increasing aerosol
concentrations is also reduced substantially with coarsening
resolution. Updraft mass fluxes at the 15 and 35 km reso-
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Figure 8. Vertical distributions of the time- and domain-averaged
condensation rates for (a) the Seoul case and (b) the Houston case.
Solid lines represent simulations at the 500 m resolution, while
dashed lines represent those at the 15 km resolution. Dotted lines
represent simulations at the 35 km resolution.

lutions are much smaller than those at the 500 m resolution
(Fig. 7). This induces deposition and condensation rates, and
thus the cloud mass, to be much smaller at the 15 and 35 km
resolutions than at the 500 m resolution. Hence, taking the
CSRM simulations as benchmark simulations, the updraft
mass fluxes (and thus the cloud mass) are underestimated in
the ARW simulations at the 15 and 35 km resolutions due to
the coarse resolutions. Taking the sensitivity of updraft mass
fluxes to increasing aerosol concentrations in the CSRM sim-
ulations as the benchmark sensitivity, the ARW simulations
at the 15 and 35 km resolutions also underestimate the sensi-
tivity due to the coarse resolutions.

Sub-grid updrafts or updrafts that are not resolved by the
coarse resolutions in the NWP models are to be represented
by cumulus parameterizations or scale-aware cumulus pa-
rameterizations in those models. Comparisons between the
CSRM simulations at the fine resolution and the ARW simu-
lations at the coarse resolutions (which are generally adopted
by current NWP models) here suggest that with no cumu-
lus parameterizations or scale-aware cumulus parameteriza-
tions to represent sub-grid updrafts, coarse resolutions in-

Atmos. Chem. Phys., 18, 13–29, 2018 www.atmos-chem-phys.net/18/13/2018/



S. S. Lee et al.: Effects of model resolution and parameterizations 21

00

5

10

15

20

   0.2   0.4    0.6   1.0  0.8

H
e

ig
h

t 
(k

m
)

00

5

10

15

20

0.02 0.04 0.06 0.10.08

(b)

H
e

ig
h

t 
(k

m
)

(a)
High-aerosol-Seoul run 
Low-aerosol-Seoul run 
High-aerosol-15-Seoul run 

Low-aerosol-15-Seoul run 
High-aerosol-35-Seoul run 
Low-aerosol-35-Seoul run 

High-aerosol-Houston run 
Low-aerosol-Houston run 
High-aerosol-15-Houston run 
Low-aerosol-15-Houston run 

g m-3 h -1      Deposition rate (                 )

g m-3 h -1      Deposition rate (                 )

Figure 9. Same as Fig. 8, but for deposition rates.

duce the underestimation of updrafts and their sensitivity to
increasing aerosol concentrations. This in turn suggests that
cumulus parameterizations or scale-aware cumulus parame-
terizations should represent sub-grid updrafts in NWP mod-
els in such a way that sub-grid updrafts correct and prevent
the coarse-resolution-induced underestimation of updrafts.
The comparisons also suggest that cumulus parameteriza-
tions or scale-aware cumulus parameterizations, with path-
ways through which increasing aerosol concentrations in-
teract with updrafts, should represent interactions between
sub-grid updrafts and varying aerosol concentrations in NWP
models in such a way that the interactions correct and prevent
the coarse-resolution-induced underestimation of the sensi-
tivity of updrafts to varying aerosol concentrations.

Figure 10 shows the frequency distribution of updrafts
over the updraft speed, which is normalized over the do-
main and the simulation period. We first calculate the fre-
quency over the domain at each time step and in each dis-
cretized updraft bin. The frequency in each bin and at each
time step is then divided by the total number of grid points in
the whole domain. The normalized frequency at each time
step is summed over all of the time steps in each updraft
bin. This sum is divided by the total number of time steps
as the final step in the normalization process. With coarsen-
ing resolution, the normalized frequency of weak updrafts
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Figure 10. Distributions of normalized updraft frequency over up-
draft speeds for (a) the Seoul case and (b) the Houston case. Solid
lines represent simulations at the 500 m resolution, while dashed
lines represent those at the 15 km resolution. Dotted lines represent
simulations at the 35 km resolution.

with speeds less than ∼ 2 ms−1 increases for both scenarios
in both cases. However, the normalized frequency of strong
updrafts with speeds greater than ∼ 2 ms−1 is reduced with
coarsening resolution. The frequency shift from high-level
updraft speeds to low-level speeds leads to a reduction in the
mean updrafts with coarsening resolution for both scenarios
in both cases.

The updraft frequency is greater in the polluted scenario
than in the clean scenario at all resolutions and for all cases.
The overall difference in the frequency between the scenar-
ios is reduced with coarsening resolution. This is associated
with the reduction in the sensitivity of the averaged updrafts
to increasing aerosol concentrations with coarsening resolu-
tion. In particular, the difference in the frequency for weak
updrafts (speeds less than ∼ 2 ms−1) between the scenar-
ios does not vary much with coarsening resolution. On av-
erage, the percentage difference for weak updrafts is less
than 2–3 % at all resolutions. However, the difference for
strong updrafts varies significantly with varying resolution.
The mean difference for strong updrafts varies from ∼ 30–
60 % for the 500 m resolution to less than ∼ 5–6 % for the
15 and 35 km resolutions. Analyses of the updraft frequency
here suggest that strong updrafts are more sensitive to the
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Figure 11. Same as Fig. 8, but for evaporation rates.

aerosol-induced invigoration of convection than weak up-
drafts. Variation in the sensitivity of the averaged updrafts
to increasing aerosol concentrations at varying resolution is
associated more with variation in the response of strong up-
drafts to aerosol-induced invigoration at varying resolution
than with that of weak updrafts. Another point to make here
is that the frequency of weak updrafts is overestimated, while
that of strong updrafts is underestimated at coarse resolution
compared to the frequencies in the fine-resolution CSRM
simulations.

5.1.3 Evaporation and precipitation distributions

Aerosol-induced increases in evaporation and associated
cooling affect downdrafts, and changes in downdrafts in turn
affect gust fronts. Aerosol-induced changes in the intensity
of gust fronts affect the organization of cloud systems, which
is characterized by cloud-cell spatiotemporal distributions.
In general, aerosol-induced greater increases in evaporation
result in aerosol-induced greater changes in the intensity of
gust fronts and in cloud system organization (Tao et al., 2007,
2012; van den Heever and Cotton, 2007; Storer et al., 2010;
Lee et al., 2013, 2017).

Considering that individual cloud cells act as individ-
ual sources of precipitation, aerosol-induced changes in the
cloud system organization can alter precipitation spatiotem-
poral distributions, which play an important role in hydro-
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Figure 12. Distributions of normalized precipitation frequency over
precipitation rates for (a) the Seoul case and (b) the Houston case.
Solid lines represent simulations at the 500 m resolution, while
dashed lines represent those at the 15 km resolution. Dotted lines
represent simulations at the 35 km resolution.

logical circulations. It is thus important to examine how the
response of evaporation to increasing aerosol concentrations
varies with varying resolution, i.e., to see how coarse res-
olution affects the quality of simulations of aerosol effects
on hydrological circulations. Motivated by this, evaporation
rates are obtained and are shown in Fig. 11. Here, the evap-
oration rate is defined as the rate of change in liquid mass in
a unit volume of air and for a unit time due to evaporation on
the surface of hydrometeors.

As seen in the above-described variables, evaporation rates
increase as the aerosol concentration increases, and the sensi-
tivity of the evaporation rate to increasing aerosol concentra-
tions is reduced with coarsening resolution among the ARW
simulations. This suggests that the sensitivities of the cloud
system organization and precipitation distributions to in-
creasing aerosol concentrations are likely also reduced with
coarsening resolution, as reported in previous studies (e.g.,
Tao et al., 2007, 2012; van den Heever and Cotton, 2007;
Storer et al., 2010; Lee et al., 2013, 2017). This is con-
firmed by the distribution of normalized precipitation fre-
quency over precipitation rates shown in Fig. 12. Similar to
the normalization for the updraft frequency, we first calcu-
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late the frequency of surface precipitation rates at each time
step and in each discretized precipitation rate bin. The fre-
quency in each bin and at each time step is then divided by
the total number of grid points at the surface. The normalized
frequency at each time step is summed over all of the time
steps. This sum is divided by the total number of time steps as
the final step in the normalization process. Figure 12 shows
that due to the reduction in the sensitivity of evaporative
cooling to the increasing aerosol concentration as resolution
coarsens, differences in the distribution of precipitation fre-
quency between the polluted scenario and the clean scenario
are reduced substantially as resolution coarsens. Taking the
500 m resolution CSRM simulations as benchmark simula-
tions, this demonstrates that the coarse-resolution ARW sim-
ulations underestimate the sensitivity of evaporative cooling,
cloud system organization, and precipitation distributions to
increasing aerosol concentrations.

5.2 Test on the effects of microphysics
parameterizations on the simulations of clouds,
precipitation, and CAPI

As mentioned previously, among microphysical processes,
saturation, sedimentation, and collection processes are those
whose parameterizations are a main cause of errors in the
simulation of clouds, precipitation, and CAPI. Motivated by
this, we focus on these three microphysical processes for test-
ing the effects of microphysics parameterizations on the sim-
ulations of clouds, precipitation, and CAPI. As a preliminary
step to this test, we first focus on the effects of microphysics
parameterizations on the simulation of the cloud mass, which
plays a key role in cloud radiative properties and precipita-
tion. Based on Figs. 3 and 4, we focus on the CLC, which
accounts for the bulk of the total cloud mass.

Figure 13 shows the vertical distributions of the time- and
domain-averaged CLC. In Fig. 13a, solid red and black lines
represent the high-aerosol-Seoul run and the low-aerosol-
Seoul run, respectively, while in Fig. 13b, those lines rep-
resent the high-aerosol-Houston run and the low-aerosol-
Houston run, respectively. Note that the runs shown in the
figure are performed using the bin scheme and the 500 m
resolution. These simulations were repeated with the Morri-
son two-moment scheme. These repeated simulations using
the MG scheme, referred to as the high-aerosol-MG-Seoul
run, the low-aerosol-MG-Seoul run, the high-aerosol-MG-
Houston run, and the low-aerosol-MG-Houston run, are rep-
resented by solid yellow and green lines in Fig. 13. Between
the high-aerosol and low-aerosol runs using the MG scheme
for the two cases, there is an increase in CLC with increas-
ing aerosol concentration. However, this increase is much
smaller than that between the high-aerosol and low-aerosol
runs using the bin scheme for the two cases. As seen in Ta-
bles 2 and 3, differences in the time- and domain-averaged
rate of condensation, which is the primary source of cloud
liquid or CLC, are greater between the polluted and clean
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Figure 13. Vertical distributions of the time- and domain-averaged
cloud liquid content (CLC) for (a) the Seoul case and (b) the Hous-
ton case. Solid red and black lines represent simulations with the
bin scheme and at the 500 m resolution, while dashed red and black
lines represent the bin-scheme simulations with the saturation ad-
justment. Solid yellow and green lines represent simulations with
the MG scheme.

scenarios using the bin scheme (e.g., the high-aerosol run
and the low-aerosol run) than using the MG scheme (e.g.,
the high-aerosol-MG run and the low-aerosol-MG run) for
the two cases. This contributes to the greater increase in
CLC with increasing aerosol concentration between the high-
aerosol run and the low-aerosol run than between the high-
aerosol-MG run and the low-aerosol-MG run for the two
cases.

In addition, there is a significant difference in the shape of
the vertical profile of CLC between the simulations with the
MG scheme and those with the bin scheme for both cases.
Here, the shape is represented by the peak value of CLC and
the altitude of the peak value in the vertical profile. The peak
value is higher in the simulations with the bin scheme than in
the simulations with the MG scheme for each of the polluted
and clean scenarios. The altitude of the peak value is lower in
the simulations with the bin scheme than in the simulations
with the MG scheme. For the Seoul (Houston) case, the alti-
tude is ∼ 2 km in the simulations with the bin scheme, while
it is ∼ 4 km in those with the MG scheme.

We next test how the parameterization of saturation pro-
cesses, which determine phase transition processes such as
condensation, affects the simulations by comparing the su-
persaturation prediction in the bin scheme to the saturation
adjustment in the MG scheme. To do this, the simulations
with the bin scheme are repeated after replacing the super-
saturation prediction in the bin scheme with the saturation
adjustment in the MG scheme. These repeated simulations
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Table 2. Rates of the different processes that are associated with saturation, collection, and sedimentation for the Seoul case. The cloud liquid
condensation and collection (i.e., autoconversion plus accretion of cloud liquid) rates as shown here are averaged over the whole domain and
simulation period. The sedimentation rates as shown here are averaged over the whole simulation period and over each of the following three
layers with different altitude ranges: a layer between the surface and 2.5 km, between 2.5 and 5.0 km, and above 5.0 km.

Simulations

Process rates
(× 10−5 gm−3 s−1)

High-
aerosol-
Seoul
run

Low-
aerosol-
Seoul
run

High-
aerosol-
MG-
Seoul
run

Low-
aerosol-
MG-
Seoul
run

High-
aerosol-
sat-Seoul
run

Low-
aerosol-
sat-Seoul
run

High-
aerosol-
sed-
Seoul
run

Low-
aerosol-
sed-
Seoul
run

High-
aerosol-
col-
Seoul
run

Low-
aerosol-
col-
Seoul
run

Condensation
of cloud liquid

9.84 5.75 5.48 4.38 5.50 4.41 5.51 4.41 5.49 4.40

Autoconversion
of cloud liquid plus ac-
cretion of cloud liquid
by the other classes of
hydrometeors

2.95 2.54 3.28 2.92 1.98 1.85 1.96 1.84 3.26 2.89

Sedimentation
of cloud liquid
(> 5 km)

−0.22 −0.30 −0.26 −0.40 −0.16 −0.27 −0.25 −0.42 −0.27 −0.41

Sedimentation
of cloud liquid
(2.5–5 km)

−0.10 −0.15 0.13 0.20 −0.08 −0.14 0.13 0.22 0.14 0.20

Sedimentation
of cloud liquid
(0–2.5 km)

0.30 0.40 0.11 0.18 0.23 0.39 0.10 0.20 0.12 0.17

Table 3. Same as Table 2, but for the Houston case.

Simulations

Process rates
(×10−5 gm−3 s−1)

High-
aerosol
Houston
run

Low-
aerosol
Houston
run

High-
aerosol-
MG-
Houston
run

Low-
aerosol-
MG-
Houston
run

High-
aerosol-
sat-
Houston
run

Low-
aerosol-
sat-
Houston
run

High-
aerosol-
sed-
Houston
run

Low-
aerosol-
sed-
Houston
run

High-
aerosol-
col-
Houston
run

Low-
aerosol-
col-
Houston
run

Condensation of cloud
liquid

3.50 2.34 3.22 2.90 3.17 2.91 3.20 2.92 3.21 2.91

Autoconversion
of cloud liquid plus ac-
cretion of cloud liquid
by the other classes of
hydrometeors

1.01 0.90 1.40 1.33 0.99 1.10 1.00 1.12 1.41 1.34

Sedimentation
of cloud liquid
(> 5 km)

−0.07 −0.08 −0.11 −0.16 −0.09 −0.10 −0.13 −0.16 −0.10 −0.17

Sedimentation
of cloud liquid
(2.5–5 km)

−0.03 −0.05 0.06 0.08 −0.04 −0.05 0.07 0.09 0.05 0.09

Sedimentation
of cloud liquid
(0–2.5 km)

0.09 0.11 0.05 0.06 0.12 0.14 0.06 0.07 0.03 0.07

are referred to as the high-aerosol-sat-Seoul run, the low-
aerosol-sat-Seoul run, the high-aerosol-sat-Houston run, and
the low-aerosol-sat-Houston run. The high-aerosol-sat-Seoul
run and the low-aerosol-sat-Seoul run for the Seoul case
and the high-aerosol-sat-Houston run and the low-aerosol-
sat-Houston run for the Houston case are represented by

dashed lines in Fig. 13. As in the other simulations, there is
an increase in CLC with increasing aerosol concentrations
between the high-aerosol-sat and the low-aerosol-sat runs
for the two cases. However, this increase is much smaller
than that between the high-aerosol and low-aerosol runs for
the two cases, but it is similar to that between the high-
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aerosol-MG and low-aerosol-MG runs for the two cases. As
seen in Tables 2 and 3, differences in the time- and domain-
averaged condensation rate between the high-aerosol-sat and
the low-aerosol-sat runs are much smaller than those be-
tween the high-aerosol and low-aerosol runs for the two
cases. These differences between the high-aerosol-sat and the
low-aerosol-sat runs are similar to those between the high-
aerosol-MG and low-aerosol-MG runs for the two cases. This
contributes to the smaller CLC increase between the high-
aerosol-sat and the low-aerosol-sat runs than between the
high-aerosol and low-aerosol runs. It also contributes to the
similarity in the CLC increase between the pair of the high-
aerosol-sat and the low-aerosol-sat runs and that of the high-
aerosol-MG and low-aerosol-MG runs for the two cases.
Here, we see that the sensitivity of the CLC and associated
condensation to increasing aerosol concentrations is affected
by the parameterization of the saturation process and that the
use of the saturation adjustment reduces the sensitivity com-
pared to using the supersaturation prediction.

The high-aerosol-sat-Seoul run, the low-aerosol-sat-Seoul
run, the high-aerosol-sat-Houston run, and the low-aerosol-
sat-Houston run are repeated by replacing the bin-scheme
sedimentation with the sedimentation from the MG scheme
as a way of testing the effects of the parameterization of sed-
imentation on the simulations. These repeated runs are re-
ferred to as the high-aerosol-sed-Seoul run, the low-aerosol-
sed-Seoul run, the high-aerosol-sed-Houston run, and the
low-aerosol-sed-Houston run. These runs are identical to the
high-aerosol-Seoul run, the low-aerosol-Seoul run, the high-
aerosol-Houston run, and the low-aerosol-Houston run, re-
spectively, except for the parameterization of the saturation
and sedimentation processes. As mentioned previously, ter-
minal velocities vary as hydrometeor sizes vary in the bin
scheme, while the MG scheme adopts mass-weight mean ter-
minal velocities for the calculation of the sedimentation pro-
cess.

The vertical distributions of the CLC in the high-aerosol-
sed-Seoul run, the low-aerosol-sed-Seoul run, the high-
aerosol-sed-Houston run, and the low-aerosol-sed-Houston
run are represented by dashed lines in Fig. 14. Comparisons
between the pair of high-aerosol-sed and low-aerosol-sed
runs and the pair of high-aerosol-MG and low-aerosol-MG
runs for the two cases show that not only the increases in
the CLC with increasing aerosol concentrations but also the
shapes of the vertical distribution of the CLC in the high-
aerosol-sed and low-aerosol-sed runs are similar to those in
the high-aerosol-MG and low-aerosol-MG runs for the two
cases. As seen in Tables 2 and 3, in the high-aerosol run
and low-aerosol runs, the averaged sedimentation-induced
increase in CLC is only in the low altitudes between the sur-
face and 2.5 km. However, in the high-aerosol-MG and the
low-aerosol-MG runs, the averaged sedimentation-induced
increase in CLC occurs at both the mid-altitudes between 2.5
and 5.0 km and the low altitudes below 2.5 km; the greater
increase occurs in the mid-altitudes rather than in the low al-
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Figure 14. Vertical distributions of the time- and domain-averaged
cloud liquid content (CLC) for (a) the Seoul case and (b) the Hous-
ton case. Solid red and black lines represent simulations with the
bin scheme and at the 500 m resolution, while dashed red and black
lines represent the bin-scheme simulations with the saturation ad-
justment and the MG-scheme sedimentation process. Solid yellow
and green lines represent simulations with the MG scheme.

titudes. This contributes to the lower altitude of the CLC peak
in the high-aerosol and low-aerosol runs than that in the high-
aerosol-MG and low-aerosol-MG runs for the two cases. In
the high-aerosol-sed and low-aerosol-sed runs, due to the use
of the sedimentation from the MG scheme, the altitudes at
which the sedimentation-induced increase in CLC occurs are
all below 5 km, and there is a greater sedimentation-induced
increase in CLC in the mid-altitudes than in the low altitudes
as in the high-aerosol-MG and low-aerosol-MG runs. This
contributes to the similarity in the altitude of the CLC peak
between a pair of the high-aerosol-sed and low-aerosol-sed
runs and a pair of the high-aerosol-MG and low-aerosol-MG
runs for the two cases. The results here demonstrate that dif-
ferences in the shape of the vertical profile of CLC between
the bin-scheme simulations and the MG-scheme simulations
are not explained by differences in the representation of the
saturation process alone. The results here also demonstrate
that the representation of the sedimentation process plays an
important role in generating the differences in the shape of
the vertical profile of CLC.

In Fig. 14, we still see remaining differences in the verti-
cal profiles of CLC between the high-aerosol-sed-Seoul and
high-aerosol-MG-Seoul runs, between the low-aerosol-sed-
Seoul and low-aerosol-MG-Seoul runs, between the high-
aerosol-sed-Houston and high-aerosol-MG-Houston runs,
and between the low-aerosol-sed-Houston and low-aerosol-
MG-Houston runs. To understand the cause of these differ-
ences, the high-aerosol-sed-Seoul run, the low-aerosol-sed-
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Figure 15. Vertical distributions of the time- and domain-averaged
cloud liquid content (CLC) for (a) the Seoul case and (b) the Hous-
ton case. Solid red and black lines represent simulations with the
bin scheme and at the 500 m resolution, while dashed red and black
lines represent the bin-scheme simulations with the saturation ad-
justment and the MG-scheme sedimentation and collection pro-
cesses. Solid yellow and green lines represent simulations with the
MG scheme.

Seoul run, the high-aerosol-sed-Houston run, and the low-
aerosol-sed-Houston run are repeated again with the MG-
scheme collection process. These repeated runs are referred
to as the high-aerosol-col-Seoul run, the low-aerosol-col-
Seoul run, the high-aerosol-col-Houston run, and the low-
aerosol-col-Houston run. These runs are identical to the
high-aerosol-Seoul run, the low-aerosol-Seoul run, the high-
aerosol-Houston run, and the low-aerosol-Houston run, re-
spectively, except for the parameterization of the saturation,
sedimentation, and collection processes. As mentioned previ-
ously, collection efficiencies vary as hydrometeor sizes vary
in the bin scheme, while the MG scheme uses constant col-
lection efficiencies.

As seen in Fig. 15, the remaining differences between
the high-aerosol-col-Seoul and high-aerosol-MG-Seoul runs,
between the low-aerosol-col-Seoul and low-aerosol-MG-
Seoul runs, between the high-aerosol-col-Houston and high-
aerosol-MG-Houston runs, and between the low-aerosol-col-
Houston and low-aerosol-MG-Houston runs nearly disap-
pear. As seen in Tables 2 and 3, in the high-aerosol-sed
(low-aerosol-sed) run with the bin-scheme collection pro-
cess, the rate of conversion of cloud liquid to rain via au-
toconversion and accretion of cloud liquid is lower than
in the high-aerosol-MG (low-aerosol-MG) run. This con-
tributes to the higher CLC in the high-aerosol-sed run than
in the high-aerosol-MG run and in the low-aerosol-sed run
than in the low-aerosol-MG run for the two cases. When

the high-aerosol-col and low-aerosol-col runs adopt the col-
lection process from the MG scheme, the conversion rate
becomes similar between the high-aerosol-col (low-aerosol-
col) run and the high-aerosol-MG (low-aerosol-MG) run.
This contributes to the disappearance of the abovementioned
remaining differences as shown in Fig. 15. Here, with fairly
good confidence, it is demonstrated that differences between
the high-aerosol-Seoul run (the high-aerosol-Houston run)
and the high-aerosol-MG-Seoul run (the high-aerosol-MG-
Houston run) or between the low-aerosol-Seoul run (the low-
aerosol-Houston run) and the low-aerosol-MG-Seoul run
(the low-aerosol-MG-Houston run) are explained by differ-
ences in the parameterizations of the saturation, sedimenta-
tion, and collection processes between the bin scheme and
the MG scheme.

5.3 Relative importance of resolution and
parameterizations

Comparisons between ARW simulations with different res-
olutions and those with different microphysics parameter-
izations as shown in Figs. 3 and 13 demonstrate that the
variation in cloud variables is much greater with respect to
the variation in resolution than with the variation in mi-
crophysics parameterizations. For example, comparisons be-
tween Figs. 3 and 13 show that the variation in the time- and
domain-averaged cloud mass is ∼ 2–4 times greater as reso-
lution varies than when the microphysics parameterizations
vary. This suggests that as a first step toward reducing the
first-order errors in the NWP simulations, we first need to fo-
cus on the reduction in errors that are associated with the use
of coarse resolution in the NWP models.

6 Summary and discussion

This study examines the uncertainties in simulations of
clouds, precipitation, and CAPI in NWP models. Here, we
focus on uncertainties that are created by the microphysics
parameterizations and by the model resolution chosen. In
particular, for the examination of the uncertainties associated
with microphysics parameterizations, we investigate the con-
tributions of the parameterizations of three key microphysi-
cal processes, i.e., saturation, collection, and sedimentation,
to the uncertainties.

As a way of examining the uncertainties created by the mi-
crophysics parameterizations, we compare the MG scheme
(a representative bulk scheme) to the bin scheme, which acts
as a benchmark scheme. The vertical distribution of the cloud
mass simulated by the MG scheme deviates substantially
from that simulated by the bin scheme. In particular, there
is a substantial discrepancy in the peak value of the distribu-
tion and the altitude of the peak value between the schemes.
Also, there is a substantial discrepancy between the schemes
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in the sensitivity of the cloud mass to increasing aerosol con-
centrations.

The discrepancy in the sensitivity is closely linked to the
discrepancy in the parameterization of the saturation pro-
cesses between the schemes. The use of the saturation adjust-
ment in the bulk scheme reduces the sensitivity by a factor of
∼ 2 compared to the use of the supersaturation prediction in
the bin scheme. The discrepancy in the peak value and its alti-
tude between the schemes is strongly linked to the parameter-
ization of sedimentation in the schemes. The use of identical
parameterizations of saturation and sedimentation makes the
sensitivity and the peak value and its altitude similar between
the schemes, although there still remains a slight difference
in the magnitude of the cloud mass. This remaining differ-
ence is explained by the discrepancy in the parameterization
of the collection process. When the two schemes use identi-
cal parameterizations of saturation, sedimentation, and col-
lection processes, the sensitivity and the peak value and its
altitude become nearly identical between the two schemes.
This confirms that differences in the parameterizations of the
three key processes (i.e., saturation, sedimentation, and col-
lection) are the main cause of the differences in the simu-
lations of clouds between the schemes as indicated by Fan
et al. (2012) and Khain et al. (2015).

By selecting the simulations with the bin scheme as bench-
mark simulations, we see that the use of the saturation adjust-
ment, as done in most current NWP models, can lead to an
underestimation of the sensitivity of the cloud mass to in-
creasing aerosol concentrations. Fan et al. (2012) and Khain
et al. (2015) have also shown that the sensitivity of the cloud
mass to increasing aerosol concentrations is lower in the bulk
scheme than in the bin scheme. This study shows that the
lower sensitivity in the bulk scheme is closely linked to the
use of the saturation adjustment in the bulk scheme.

It is well known that the shape of the vertical profile of
the cloud mass (i.e., the peak value of the cloud mass and its
altitude) or how the cloud mass is distributed in the vertical
domain has substantial implications for cloud radiative forc-
ing and precipitation processes. This study demonstrates that
the different parameterizations of the sedimentation process
between the schemes lead to different shapes of the cloud
mass profiles and thus different cloud radiative forcings and
precipitation processes. The use of a mass-weight mean ter-
minal velocity for sedimentation as used in bulk schemes can
lead to misleading shapes, cloud radiative forcings, and pre-
cipitation processes compared to those in the benchmark bin-
scheme simulations in which terminal velocities vary as hy-
drometeor sizes vary.

This study shows that the use of the coarse resolutions gen-
erally used in current NWP models can cause an underesti-
mation of the updraft intensity and thus condensation and
deposition, which leads to an underestimation of the cloud
mass. Also, the use of coarse resolution results in the under-
estimation of the sensitivity of updrafts and cloud mass and
of the sensitivity of evaporation to increasing aerosol con-

centrations. The underestimation of the sensitivity of evap-
oration leads to that of the sensitivity of cloud system orga-
nization and precipitation distributions to increasing aerosol
concentrations.

Through the examination of the sensitivity of the results
to the resolution chosen, we find that updrafts, other as-
sociated cloud variables, and their sensitivity to increas-
ing aerosol concentrations are strongly controlled by small-
scale updrafts. When they are resolved with the use of high-
resolution models, there are high-value-averaged updrafts
and variables and their strong sensitivity; but when they are
not resolved in low-resolution models, there are low-value-
averaged updrafts and variables and their weak sensitivity.
This means that small-scale updrafts not resolved with coarse
resolution play an important role in the simulation of the cor-
rect magnitude of updrafts, other associated variables, and
their sensitivity to increasing aerosol concentrations.

The frequency distributions of updrafts simulated in this
study show that the frequency of weak updrafts is overesti-
mated, while that of strong updrafts is underestimated in the
simulations with coarse resolution compared to those in the
CSRM simulations. Hence, the updraft speed shifts toward
lower values with coarsening resolution. We see that not re-
solving small-scale updrafts results in the underestimation
of strong updrafts and the overestimation of weak updrafts
for both the polluted and clean scenarios. This suggests that
sub-grid parameterizations (e.g., cumulus parameterizations
and scale-aware cumulus parameterizations) in NWP models
should be able to compensate for the overestimation and un-
derestimation of weak updrafts and strong updrafts, respec-
tively, due to coarse resolution.

The difference in the frequency distributions of updrafts
between the polluted and clean scenarios is reduced substan-
tially, particularly for strong updrafts, with coarsening reso-
lution. Not resolving small-scale updrafts results in a reduced
difference in strong updrafts between the scenarios. This is
why the sensitivity of updrafts to increasing aerosol concen-
trations is reduced with coarsening resolution. In general, pa-
rameterizations that represent sub-grid updrafts do not have
pathways through which increasing aerosol concentrations
affect updrafts. However, recent studies by Lim et al. (2014),
Thayer-Calder et al. (2015), and Griffin and Larson (2016)
have attempted to consider interactions among microphysical
processes, their variations with varying aerosol concentra-
tions, and sub-grid dynamic (e.g., updrafts and downdrafts)
and thermodynamic (e.g., temperature) variables in those pa-
rameterizations. These efforts should focus on countering the
variation in the sensitivity of updrafts, particularly strong up-
drafts to increasing aerosol concentrations with coarsening
resolution. Interactions between varying aerosol concentra-
tions, thermodynamic variables, and downdrafts in parame-
terizations should be able to counter the variation in the sen-
sitivity of cloud-system organization and precipitation distri-
butions to increasing aerosol concentrations with coarsening
resolution. While the pattern of the sensitivity and its varia-
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tion shown in this study provide valuable information useful
for aiding these efforts, results may be different for different
cloud types and environments given the strong dependence
of aerosol–cloud interactions on cloud type and environmen-
tal conditions. To aid the efforts in a generalized way, future
studies with more cases that involve various types of aerosol–
cloud interactions are needed.
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