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Traditional fire-detection algorithms with either fixed or contextual thresholds mainly rely on the temperature contrast between a fire pixel and its surrounding pixels in the mid-infrared (MIR) and thermal-infrared (TIR) bands. Solar contamination and thermal atmospheric path radiance in the MIR band can weaken the contrast between the high- and low-temperature objects and undermine the capability of detecting fires during daytime. The degree of solar contamination in the MIR band depends on variable surface albedo, solar zenith angle and atmospheric conditions. A method is proposed to eliminate the solar radiation and thermal path radiance received by the MODerate Resolution Imaging Spectroradiometer (MODIS) sensor in the MIR band. The modified MIR brightness temperature is incorporated into the existing fire-detection algorithm (referred to as ‘MOD14’) after re-tuning the daytime thresholds. The performance of the revised algorithm (referred to as ‘MOD-MOD’) was tested using coincident data from the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) onboard the Terra satellite and visual inspection of large quantities of MODIS imageries. Moderate improvements are achieved in the detection rate while retaining low commission errors. Improvement of the detection by MOD-MOD depends on land-cover type. The majority of the false detections occur over deforested area.

1. Introduction

Wildfires emit large amounts of trace gases and aerosol particles into the atmosphere (Ichoku and Kaufman 2005), modify landscape and vegetation patterns, and thus play an important role in the Earth’s ecosystems and climate (Beringer et al. 2003, Jin and Roy 2005). Currently, remote sensing is one of the most effective methods to detect active fires, especially over a vast territory of remote regions (Kaufman et al. 1998, Li et al. 2001). Fires can drastically reduce surface solar radiation budget and thus affect regional climate (Masuda et al. 1995, Li 1998).
In general, there are two types of algorithms that use mid-infrared (MIR) and thermal-infrared (TIR) data to detect active fires: the fixed-threshold algorithm and the contextual algorithm. The fixed-threshold algorithm has the best performance for regional and unique landscapes (Kaufman et al. 1990, Kennedy et al. 1994, Li et al. 1997, Li et al. 2000a, b). In contrast, the contextual algorithm uses dynamic thresholds, and thus is more applicable to variable surface conditions (Lee and Tag 1990, Flasse and Ceccato 1996, Nakayama et al. 1999, Giglio et al. 2003, Lasaponara et al. 2003, Wang et al. 2007). Large discrepancies exist among different fire algorithms and fire products (Ichoku et al. 2003).

Despite a variety of algorithms and sensors used in fire detection, large errors, including both commission and omission errors, still exist due to various limitations and uncertainties, such as contamination due to solar reflected radiation and saturation in the MIR channel, cloud screening, unequal atmospheric effects between spectral bands and observation angles (Giglio and Kendall 1999, Li et al. 2001, Csiszar and Sullivan 2002, Wang et al. 2007).

Radiance received by a sensor in the MIR band originates from both thermal emission and solar reflection, while fire detection relies on the contrast in thermal emission (Boyd and Petitcolin 2004). Usually, surfaces with different natural characteristics (e.g. albedo/ emissivity and thermal inertia) are heated unevenly in the daytime. Therefore, the spatial temperature differences in the daytime for different objects are larger compared to nighttime data (Verstraeten et al. 2006, Rowlands and Sarris 2007). The solar radiation reflected and scattered by the ground and atmosphere in the MIR band (referred to as 'solar contamination' hereafter), depends on the surface albedo, solar and viewing geometries, the condition of the atmosphere, etc. As far as fire detection is concerned, these factors undermine the detection performance for those algorithms, and such factors are not considered.

To tackle these problems, daytime radiative-transfer simulations were carried out in the MIR band and the effect of solar contamination was analysed. A method is proposed to correct for solar contamination, and this method is applied to the MODerate Resolution Imaging Spectroradiometer (MODIS) fire-detection algorithm (Giglio et al. 2003) to improve its fire-detection capability. The thermal path radiance is also taken into account to further improve the algorithm.

The following section describes the data used. Section 3 describes the principle and methodology. A detailed evaluation of the modified algorithm is given in section 4 and section 5 is a summary of the study.

2. Datasets

Data employed in this study include MODIS data and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) data. The MODIS level 1B calibrated radiances 1 km data (MOD021 km or MYD021 km), together with the MODIS 1 km geolocation data (MOD03, or MYD03), were used to produce the MODIS level 2 fire and thermal anomalies product (MOD14, or MYD14). The MODIS radiance and geolocation data were derived from collection 5.

A total of 81 MODIS granules were matched with 115 coincident ASTER scenes over the US from 2002 to 2006 (Schroeder et al. 2008b) for algorithm refinement. Another 135 MODIS granules coincident with 162 ASTER scenes were used for algorithm validation. These scenes were mainly located over the deforestation region of Amazonia from 2000 to 2005 (Schroeder et al. 2008a). In addition, 2695 MODIS
Table 1. The MODIS bands used in the algorithm.

<table>
<thead>
<tr>
<th>Channel number</th>
<th>Central wavelength (µm)</th>
<th>Denotation</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.65</td>
<td>$\rho_{0.65}$</td>
<td>Sun glint and coastal false-alarm rejection; cloud masking</td>
</tr>
<tr>
<td>2</td>
<td>0.86</td>
<td>$\rho_{0.86}$</td>
<td>Bright surface, sun glint and coastal false-alarm rejection; cloud masking</td>
</tr>
<tr>
<td>7</td>
<td>2.1</td>
<td>$\rho_{2.1}$</td>
<td>Sun glint and coastal false-alarm rejection</td>
</tr>
<tr>
<td>21</td>
<td>4.0</td>
<td>$T_4$</td>
<td>High-range channel for active fire detection</td>
</tr>
<tr>
<td>22</td>
<td>4.0</td>
<td>$T_4$</td>
<td>Low-range channel for active fire detection</td>
</tr>
<tr>
<td>31</td>
<td>11.0</td>
<td>$T_{11}$</td>
<td>Active fire detection, cloud masking</td>
</tr>
<tr>
<td>32</td>
<td>12.0</td>
<td>$T_{12}$</td>
<td>Cloud masking</td>
</tr>
</tbody>
</table>

granules from July 2004 and 2384 MODIS granules from August 2005 over North America were processed to generate fire products with the MODIS original and modified algorithms. Qualitative assessment of the fire products was also carried out by visual inspection of fire smoke plumes. A total of 619 granules in July 2004 and 543 granules in August 2005 were found to contain at least one fire. A summary of the MODIS bands used in the fire-detection algorithm is listed in table 1 (Giglio et al. 2003).

The MODIS land-surface temperature/emissivity monthly L3 global 0.05° climate model grid (CMG) product (MOD11C3, collection 5) for the whole period from 2000 to 2006 (Wan and Li 1997) and the MOD12Q1 V004 land-cover product (in 0.008333° resolution, collection 4) from 2001 to 2004 were used to produce the surface emissivity at 0.008333° resolution (Friedl et al. 2002). These data were downloaded from the Earth Observing System (EOS) Data Gateway and the Land Processes Distributed Active Archive Center (DAAC) (Justice et al. 2002b). The MOD12Q1 collection 5 product has fine spatial resolution (500 m), but was unavailable at the time of this study.

While the principle of the new fire-detection approach is demonstrated with MODIS data, the methodology is sound for any fire sensor. However, algorithm modifications are specific to each sensor due to their different characteristics, especially the spectral band and number of channels and spectral response functions, as shown in figure 1 for the widely used MODIS and Advanced Very High Resolution Radiometer (AVHRR) sensors and the Advanced Baseline Imager (ABI) sensor aboard the future Geostationary Operational Environmental Satellite-R (GOES-R) satellite.

3. Solar contamination and its elimination

3.1 The principle

Radiance received in an MIR channel under clear-sky conditions consists of two parts: the thermal radiance, $L_{\text{emit}}$, emitted from the atmosphere and ground surface and the solar radiation, $L_{\text{sun}}$, resulting from the scattering/reflectance of the atmosphere.
and surface (Wan and Li 1997). Omitting the wavelength and angle notations for simplification and assuming a Lambertian ground surface, this can be expressed as:

\[ L = L_{\text{emit}} + L_{\text{sun}}, \]  

where

\[ L_{\text{emit}} = L_a + L_g \]  

and

\[ L_{\text{sun}} = L_s + \frac{\alpha}{\pi (1 - \alpha S)} \mu_s E_0 [t_s + t_{ds}] [t_v + t_{dv}]. \]  

In equation (2), \( L_a \) is the thermal path radiance and \( L_g \) is the thermal radiance from the ground surface. In equation (3), \( L_s \) is the path radiance resulting from the scattering of solar radiation by the atmosphere; \( \alpha \) is the surface albedo \((\alpha = 1 - \varepsilon_v)\) and \( \varepsilon_v \) is the surface emissivity; \( S \) is the spherical albedo of the atmosphere; \( \mu_s \) is the cosine of the solar zenith angle; \( E_0 \) is the solar irradiance incident at the top of the atmosphere and measured in a plane perpendicular to the rays; \( t_s \) is the transmission function for the solar beam; \( t_{ds} \) is the transmission function for the downward diffuse solar radiation; \( t_v \) is the direct transmission function between the surface and the sensor; and \( t_{dv} \) is the transmission function for the upward diffuse solar radiation. To compute the brightness temperature, \( T_b \), in an MIR band, from radiance \( L \):

\[ T_b = B'(L, \lambda), \]  

where \( B'(\cdot) \) is the inverse of the Planck function in the MODIS band \((\lambda)\) given by:

\[ T_b = \frac{c_2}{\lambda \log \left(1 + \frac{c_1}{T_b^\lambda}\right)}, \]
where $L$ is in $\text{W m}^{-2}\text{sr}^{-1}\text{µm}^{-1}$, $c_1 = 1.19107 \times 10^8 \text{W µm}^4 \text{m}^{-2} \text{sr}^{-1}$ and $c_2 = 1.43883 \times 10^4 \text{µm K}$. In simulating satellite-observed radiances, the radiance needs to be integrated over the bandpass of the sensor weighted by the spectral response function of the sensor.

The essential information pertaining to fire detection is conveyed in $T_g = B'(L_g, \lambda)$, but current fire-detection algorithms employ the brightness temperature given by equation (4), which is influenced by non-fire-related contributions of solar reflection and atmospheric path radiances. As demonstrated by Li et al. (2001), the relative contribution of solar reflection to the total MIR radiance depends primarily on surface albedo, temperature and the solar zenith angle. Using the MODTRAN4 model (Berk et al. 1998), we computed $T_b$ for various values of the above influential variables. Figure 2 shows the effect of solar radiation reflected from a 100% Lambertian ground surface expressed as an equivalent blackbody temperature ($T_0$). The effect of solar radiation is the largest for AVHRR band 3, smallest for MODIS bands (21 and 22) and intermediate for the future GOES-R ABI band 7. In addition, $T_0$ decreases with increasing solar zenith angle. Figure 3 shows the change in brightness temperature after the elimination of solar radiation for some ordinary atmospheric conditions. The effect of solar contamination on fire detection depends on its absolute value and its relative quantity to the thermal emission. Solar contamination has the smallest effect when its equivalent blackbody temperature is close to the surface brightness temperature (and/or surface reflectivity is small); the temperature difference can reach 40 K for highly reflective surfaces and cooler targets.

Figure 4 illustrates how the solar contamination can cause omission errors. Considering a group of pixels that have similar surface temperatures, the fire in the central pixel increases brightness temperature in the MIR band. Assuming that the contrast in brightness temperature between the fire pixel and its neighbourhood just

![Figure 2. The equivalent blackbody temperature ($T_0$) of reflected solar radiation by a 100% Lambertian ground surface for the mid-latitude atmosphere model ($L = B(T_0) = S_0t_0\mu_0/\pi$).](attachment:image2.png)
Figure 3. Brightness-temperature differences (in K) before and after the elimination of solar contamination for varying surface temperatures and albedos (mid-latitude summer atmosphere, column water vapour = 2.9 cm, solar zenith angle = 45°, viewing zenith angle = 0°, visibility = 23 km).

Figure 4. Demonstration of solar contamination causing omission errors. Pixel A contains a fire, and pixel B represents the background. The red bar denotes the brightness temperatures at night, and the green bar denotes the increases in brightness temperatures by adding the same amount of solar radiation to different thermal environments during daytime. The length of the solid arrow denotes the contrast of brightness temperature during nighttime, while the dotted arrow is the same but during daytime. The contrast between fire and non-fire pixels is reduced from nighttime to daytime due to solar contamination.

reaches the thresholds, this fire would just be detected by a fire algorithm if there were no solar radiation. Adding the same amount of solar contamination to a hotter fire pixel would elevate the brightness temperature by a less amount than a colder non-fire pixel due to the nonlinear inversion function. Pixels of high surface temperatures (e.g.
Figures 5. Demonstration of solar contamination causing commission errors. Pixel A is a high-reflective object, and pixel B denotes the low-reflective background. The red bars denote nighttime brightness temperatures, which are similar, and the green bars denote increases in brightness temperatures by adding different amounts of solar radiation during daytime. The length of the solid arrow denotes the contrast in brightness temperature during nighttime, and the length of the dotted arrow is the same but for daytime. The contrast between the bright pixel and its neighbourhood pixels is increased due to different amounts of solar radiation.

fires) have smaller increases in brightness temperature than those of low surface temperatures (background). As a result, the contrast in brightness temperature is likely reduced so much that the fire may not be detected, as shown in figure 4.

The solar contamination can also cause commission errors, as demonstrated in figure 5. Assuming a high reflective object is surrounded by low reflective scenes, without burning, their temperature contrast is usually so small during nighttime that it does not trigger a fire detection. During daytime, however, the higher reflective object may reflect much more solar energy than the lower reflective object, so that the brightness-temperature contrast is enhanced enough to exceed the threshold, rendering a commission error.

Thermal path radiance has a similar effect as that of solar contamination on fire-detection algorithms. Different changes in the brightness temperature of a pixel can occur due to different atmospheric path radiance. The thermal path radiance depends on the viewing zenith angle: the larger the viewing zenith angle, the greater the thermal path radiance.

3.2 Elimination of solar contamination in the MIR band

Surface thermal radiance can be obtained by subtracting both the reflected solar radiance and atmospheric radiance from the total radiance:

\[ L_{\text{emit}} = L - L_{\text{sun}} - L_a. \]  \hspace{1cm} (6)

A modified brightness temperature, \( T_{4m} \), in the MIR band can be expressed as:

\[ T_{4m} = B' (L_{\text{emit}}). \]  \hspace{1cm} (7)
To this end, $L_{\text{sun}}$, $L_a$ and their components ($L_s$, $S$, $t_s$, $t_v$, $t_{ds}$ and $t_{dv}$) are computed using the MODTRAN4 model with a variety of atmospheric and surface parameters and varying viewing geometries. The output data are then used to develop look-up tables (LUTs) for speedy application. To separate the solar and thermal components, the model is run twice for every case, with and without solar radiation. To isolate atmospheric components, the ground albedo and absolute temperature are both set to zero. After the LUT is built, multi-dimensional linear interpolation is used to estimate any of the six parameters. The LUT has four dimensions for the mid-latitude summer atmosphere model (visibility 23 km): surface elevation ($H$), viewing zenith angle ($\theta_v$), solar zenith angle ($\theta_s$) and relative azimuth angle ($\phi$). The surface elevation ranges from 0 to 4.0 km at an interval of 0.4 km. The intervals for viewing and solar zenith angles are $5^\circ$ from 0° to 75°. The interval for the relative azimuth angle is $20^\circ$ from 0° to 180°. $L_s$ is a function of $H$, $\theta_v$, $\theta_s$ and $\phi$; $S$ is a function of $H$; and $t_s$, $t_v$, $t_{ds}$ and $t_{dv}$ are functions of the solar (viewing) angle and $H$.

It is worth noting that the MIR band is insensitive to most atmospheric variables that affect general radiative transfer in the atmosphere, such as ozone, water vapour and aerosols (King et al. 2003, Seemann et al. 2003, Remer et al. 2005). Ozone has no absorption band in the MIR region. The aerosol effect in the MIR band is almost negligible, especially for fine-mode smoke aerosols produced by fires (Kaufman and Remer 1994). As per our sensitivity tests, use of the rural aerosol model for visibilities ranging from 23 to 5 km leads to a relative variation of solar radiation recorded by MODIS in the MIR band of less than 3%. Use of the mid-latitude summer atmosphere with water-vapour amounts ranging from 0 to 4 g cm$^{-2}$ results in a variation of solar radiation recorded by the MODIS MIR band of less than 2%.

Thermal path radiance in the MIR band, $L_a$, mainly depends on surface elevation, satellite viewing zenith angle and atmospheric temperature profiles. There is a MODIS atmospheric profile product, but it was not used in this demonstration study. Since the thermal path radiance is generally much smaller than the solar reflectance in the MIR band, the atmospheric profile data are taken from the mid-latitude summer atmosphere model and are used to generate the LUT.

### 3.3 Determination of surface emissivity/albedo

In this study, a Lambertian surface albedo (of emissivity equal to one) is assumed in the MIR band. The MOD11C3 emissivity product at monthly CMG was used to produce albedo data in our algorithm (Wan and Li 1997). The emissivity data are given at 0.05° latitude/longitude (~5 km). Re-sampling is performed to derive higher resolution (1 km) data from the lower resolution data with the help of higher resolution (1 km) land-cover data. The emissivity of a 0.05° pixel is assumed to be a linear combination of the emissivities of discrete land-cover types as specified by the $6 \times 6$ 0.008333° land-cover types, with weighting coefficients determined by the percentages of pixels of the same land-cover types.

Re-sampling was done by first selecting the $6 \times 6$ array of emissivity pixels possessing a homogeneous land-cover type (see table 2). Then the ratio, $c$, was calculated for every 0.05° pixel:

$$c = \frac{E}{\tilde{E}},$$

(8)
Table 2. Emissivities of uniform pixels at 0.05° resolution for International Geosphere-Biosphere Programme (IGBP) land-cover types. MODIS emissivity data (MOD11C3) in July 2004 are used.

<table>
<thead>
<tr>
<th>ID</th>
<th>IGBP type</th>
<th>Samples</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Water</td>
<td>128432</td>
<td>0.95</td>
<td>0.025</td>
</tr>
<tr>
<td>1</td>
<td>Evergreen needleleaf forest</td>
<td>33555</td>
<td>0.95</td>
<td>0.006</td>
</tr>
<tr>
<td>2</td>
<td>Evergreen broadleaf forest</td>
<td>233147</td>
<td>0.96</td>
<td>0.008</td>
</tr>
<tr>
<td>3</td>
<td>Deciduous needleleaf forest</td>
<td>4440</td>
<td>0.94</td>
<td>0.008</td>
</tr>
<tr>
<td>4</td>
<td>Deciduous broadleaf forest</td>
<td>2160</td>
<td>0.94</td>
<td>0.009</td>
</tr>
<tr>
<td>5</td>
<td>Mixed forests</td>
<td>17682</td>
<td>0.94</td>
<td>0.007</td>
</tr>
<tr>
<td>6</td>
<td>Closed shrublands</td>
<td>274</td>
<td>0.93</td>
<td>0.013</td>
</tr>
<tr>
<td>7</td>
<td>Open shrublands</td>
<td>305988</td>
<td>0.92</td>
<td>0.034</td>
</tr>
<tr>
<td>8</td>
<td>Woody savannas</td>
<td>6379</td>
<td>0.94</td>
<td>0.015</td>
</tr>
<tr>
<td>9</td>
<td>Savannas</td>
<td>6541</td>
<td>0.92</td>
<td>0.024</td>
</tr>
<tr>
<td>10</td>
<td>Grasslands</td>
<td>111365</td>
<td>0.92</td>
<td>0.017</td>
</tr>
<tr>
<td>11</td>
<td>Permanent wetlands</td>
<td>4</td>
<td>0.95</td>
<td>0.012</td>
</tr>
<tr>
<td>12</td>
<td>Croplands</td>
<td>149409</td>
<td>0.95</td>
<td>0.009</td>
</tr>
<tr>
<td>13</td>
<td>Urban and built up</td>
<td>2836</td>
<td>0.95</td>
<td>0.018</td>
</tr>
<tr>
<td>14</td>
<td>Cropland/natural vegetation</td>
<td>512</td>
<td>0.94</td>
<td>0.011</td>
</tr>
<tr>
<td>15</td>
<td>Snow and ice</td>
<td>45909</td>
<td>0.98</td>
<td>0.005</td>
</tr>
<tr>
<td>16</td>
<td>Barren or sparsely vegetated</td>
<td>492019</td>
<td>0.86</td>
<td>0.044</td>
</tr>
<tr>
<td>17</td>
<td>Unclassified</td>
<td>4</td>
<td>0.93</td>
<td>0.007</td>
</tr>
</tbody>
</table>

where $E$ is the 0.05° emissivity and $\bar{E}$ is the mean emissivity of the corresponding $6 \times 6$ pixels. The latter is given by:

$$\bar{E} = \frac{1}{n} \sum_{i=1}^{n} E_{wi}$$

(9)

where $n$ is the number of pixels with a valid land-cover type. The weighted emissivity for a land-cover type, $E_{wi}$, is expressed as:

$$E_{wi} = \frac{\sum_{j=1}^{m} w_j E_{i,j}}{\sum_{j=1}^{m} w_j}$$

(10)

where $E_{i,j}$ is the $j$th emissivity near the centre pixel for land-cover type $i$ (see table 2). The total number of pixels to be selected from the neighbourhood for a particular land-cover type $i$ is denoted as $m$, and $w_j = 1/D_j^2$, where $D_j$ is the distance between the centre pixel and the selected pixel. The parameter $m$ is selected according to the available computational resources and acceptable runtime. The final emissivity of a 1 km pixel within the $6 \times 6$ region is calculated as:

$$e = cE_{wi}$$

(11)

The selection of the adjacent pure pixel to calculate emissivity for a land-cover type is based on the ‘first law of geography’ (Tobler 1970).
4. Modification and testing of the fire-detection algorithms

After removing the reflected solar radiance and thermal path radiance, the original MODIS fire-detection algorithm (referred to as ‘MOD14’ hereafter) is modified to improve fire detection. Coincident active fires detected by ASTER have been used for validation of the MODIS fire product (Morisette et al. 2005, Csiszar et al. 2006, Schroeder et al. 2008a). In this study, we employed 131 ASTER scenes matched with 81 MODIS granules in the United States (Schroeder et al. 2008b) for algorithm modification, while an independent matched dataset in Amazonia is used for testing (same dataset used by Schroeder et al. (2008a)). Active fire masks for ASTER scenes were produced using ASTER channels 3 and 8 based on a contextual approach. The MODIS fire product was overlaid on top of the ASTER fire masks using the Terra MODIS geolocation product. The sum of 30 m active fire masks was used to assess omission and commission errors for each MODIS pixel sampled.

The MOD-MOD algorithm was modified to achieve maximum-true-fires, while keeping the number of false fires in the same level as the original algorithm. The MOD14 works on both daytime and nighttime pixels (Giglio et al. 2003). Only the daytime algorithm is tested here. In the original version of the algorithm, daytime is defined when the solar zenith angle ($\theta_s$) is less than $85^\circ$. In the modified algorithm (referred to as ‘MOD-MOD’ hereafter), daytime is redefined as having $\theta_s \leq 75^\circ$ to avoid large errors incurred in radiative-transfer calculations for large solar zenith angles (Berk et al. 1998).

The MODIS fire-detection algorithm consists of a series of tests (filters) as listed in table 3. $\Delta T_m = T_{4m} - T_{11}$ and values in $\langle \rangle$ brackets represent thresholds to be tuned. Two different sets of threshold values (A through to F in table 3) are given in table 4 representing the official EOS National Aeronautics and Space Administration (NASA) fire algorithm (MOD14) and modified algorithm (MOD-MOD). In the MOD-MOD algorithm, the values of $\bar{T}_4$, $\Delta T$, $\bar{T}_4$, $\Delta T_m$, $\bar{T}_m$, $\bar{\Delta T}_m$, $\bar{T}_{4m}$, $\Delta T_{4m}$, $\delta T_4$, $\delta T_m$ and $\delta \Delta T_m$ after removal of the solar contamination and thermal path radiance. The scatter plots in figure 6 show the comparisons of these variables between the original and modified fire-detection algorithms. The brightness-temperature differences ($T_4 - T_{4m}$) vary from 0 to 4 K, with the mode close to 2 K. For the non-burning background pixels, the mode of differences between the mean $T_4$ and mean $T_{4m}$ ($\bar{T}_4 - \bar{T}_{4m}$) is around 4 K. The decrease in MIR brightness temperature should be smaller for fire pixels than for background pixels due to the nonlinear conversion from radiance to brightness temperature. Most $\delta T_4$ and $\delta T_{4m}$ are less than 4 K, and most of the differences between $\delta T_{4m}$ and $\delta T_{4}$ are less than 0.5 K. Positive differences mean that the correction for solar contamination and thermal path radiance slightly increase the brightness-temperature contrast within these non-burning background pixels. The plots of $\Delta T$ versus $\Delta T_m$ and $\delta \Delta T$ versus $\delta \Delta T_m$ show similar distributions since brightness temperatures in the thermal band are unchanged.

To test if the modifications made to the algorithm help detect more fires, the following four residuals are defined, which are used in filter 8 in table 3:

$$R_{1m} = T_{4m} - (\bar{T}_{4m} + 3\delta T_{4m}) ,$$  \hfill (12)  
$$R_1 = T_4 - (\bar{T}_4 + 3\delta T_4) ,$$  \hfill (13)  
$$R_{2m} = \Delta T_m - (\bar{\Delta T}_m + 3.5\delta \Delta T_m)$$  \hfill (14)
Table 3. Major steps of daytime MODIS fire-detection algorithms and modifications.

<table>
<thead>
<tr>
<th>No.</th>
<th>Components (filters)</th>
<th>Criteria and thresholds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Water masking</td>
<td>Identify by the 1 km prelaunch land/sea mask contained in the MODIS geolocation product</td>
</tr>
<tr>
<td>2</td>
<td>Cloud masking</td>
<td>((\rho_{0.65} + \rho_{0.86} &gt; 0.9)) or ((T_{12} &lt; 265\text{K})) or ((\rho_{0.65} + \rho_{0.86} &gt; 0.7) and (T_{12} &lt; 285\text{K}))</td>
</tr>
<tr>
<td>3</td>
<td>Elimination of solar contamination and thermal path radiance</td>
<td>Modify the original (T_4) to (T_{4m}) by removing solar contamination and thermal path radiance</td>
</tr>
<tr>
<td>4</td>
<td>Potential fire identification</td>
<td>(T_{4m} &gt; \langle A \rangle \text{K}) and (\Delta T_m &gt; 10\text{K}) and (\rho_{0.86} &lt; \langle B \rangle )</td>
</tr>
<tr>
<td>5</td>
<td>Absolute threshold test</td>
<td>(T_{4m} &gt; \langle C \rangle \text{K} )</td>
</tr>
<tr>
<td>6</td>
<td>Exclusion of fires in the background window for filter 7</td>
<td>(T_{4m} &gt; \langle D \rangle \text{K}) and (\Delta T_m \geq \langle E \rangle \text{K} )</td>
</tr>
<tr>
<td>7</td>
<td>Statistics of background characterization</td>
<td>Search valid neighbouring pixels and calculate their statistics</td>
</tr>
<tr>
<td>8</td>
<td>Contextual test</td>
<td>(\Delta T_m &gt; \Delta T_m + \max(3.5\delta_{\Delta T_m}, \langle F \rangle)) and (T_{4m} &gt; \bar{T}<em>{4m} + 3\delta</em>{T_{4m}}) and ((T_{11} &gt; \bar{T}<em>{11} + \delta</em>{T_{11}} - 4\text{K} ) or (\delta'<em>{T</em>{4m}} &gt; 5\text{K} )</td>
</tr>
<tr>
<td>9</td>
<td>Sun-glint rejection</td>
<td>(\theta_g &lt; 2^\circ) or ((\theta_g &lt; 8^\circ) and (\rho_{0.65} &gt; 0.1) and (\rho_{0.86} &gt; 0.2) and (\rho_{2.1} &gt; 0.12) ) or ((\theta_g &lt; 12^\circ) and ((N_{aw} + N_w) &gt; 0))</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(N_f &gt; 0.1N_c) and (N_f \geq 4) and (\rho_{0.86} &gt; 0.15) and (\rho_{2.1} &gt; 0.05)</td>
</tr>
<tr>
<td>10</td>
<td>Desert boundary rejection</td>
<td>(\bar{T}<em>{4m}' &lt; 345\text{K} ) and (\delta'</em>{T_{4m}} &lt; 3\text{K} ) and (T_{4m} &lt; \bar{T}<em>{4m}' + 6\delta'</em>{T_{4m}})</td>
</tr>
<tr>
<td>11</td>
<td>Coastal false alarm</td>
<td>(N_{uw} &gt; 0) and (T_{4m} &lt; \langle C \rangle \text{K} )</td>
</tr>
</tbody>
</table>

Notes: Values in \(\langle \rangle\) (A to F) are quantities for adjustment whose values are given in Table 4. The number of valid pixels within the background window is denoted by \(N_v\); the number of neighbouring pixels rejected as background fire is \(N_f\); and the number of neighbouring pixels excluded as water is represented by \(N_w\). \(\Delta T_m\) and \(\delta_{\Delta T_m}\) are the respective mean and mean absolute deviations MADs of \(\Delta T_m\); \(\bar{T}_{4m}\) and \(\delta_{T_{4m}}\) are the respective mean (MEAN) and MAD of \(T_{4m}\); and \(\bar{T}_{11}\) and \(\delta_{T_{11}}\) are the respective mean and MAD of \(T_{11}\). \(\bar{T}_{4m}'\) and \(\delta'_{T_{4m}}\) are the respective mean and MAD for valid background fire pixels. In filter 9, \(\cos \theta_g = \cos \theta_v \cos \theta_s - \sin \theta_v \sin \theta_s \sin \phi\), where \(\theta_v\) and \(\theta_s\) are the viewing and solar zenith angles and \(\phi\) is the relative azimuth angle. \(N_{uw}\) is the number of water pixels within the eight pixels surrounding the tentative fire pixel. In filter 11, the normalized difference vegetation index, \(\text{NDVI} = (\rho_{0.86} - \rho_{0.65})/(\rho_{0.86} + \rho_{0.65})\); valid background pixels have \(\rho_{2.1} < 0.05\), \(\rho_{0.86} < 0.15\) and \(\text{NDVI} < 0\) is considered as unmasked water pixel in the land/sea mask product and the number of these pixels is denoted as \(N_{uw}\).
Table 4. The thresholds for MOD14 and MOD-MOD algorithms.

<table>
<thead>
<tr>
<th></th>
<th>MOD14</th>
<th>MOD-MOD</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>310</td>
<td>300</td>
</tr>
<tr>
<td>B</td>
<td>0.3</td>
<td>0.35</td>
</tr>
<tr>
<td>C</td>
<td>360</td>
<td>350</td>
</tr>
<tr>
<td>D</td>
<td>325</td>
<td>305</td>
</tr>
<tr>
<td>E</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>F</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 6. Scatter plots for various parameters between the MOD-MOD and MOD14 fire detection.

\[ R_2 = \Delta T - (\Delta T + 3.5 \delta \Delta T) \]  \quad (15)

The larger the residuals are, the greater is the confidence that pixels are identified as true fires. It follows from the plots of \( R_1 \) versus \( R_{1m} \) and \( R_2 \) versus \( R_{2m} \) that the residuals for the new algorithm have increased for most of the fires. The increases result from the integrated effects of three factors: (1) a large decrease in background pixel temperatures; (2) a minor decrease in the fire pixel temperatures; and (3) a slight
figure enhancement of fire detection. These changes in the thresholds help understand the fundamental questions concerning the effectiveness of fire-detection algorithms.

The performance of the fire-detection algorithms are evaluated in terms of commission errors and omission errors relative to the ASTER-based fire product. The commission error ($C$) is defined as the ratio of the number of false fire pixels to the total number of fire pixels identified from ASTER fire masks for MODIS pixels, and is expressed as a percentage. False detection is defined as any MODIS fire pixel containing no ASTER active fire pixels within their footprints. The omission error ($O$) is defined as the ratio of the number of undetected MODIS fire pixels including at least one ASTER fire masks to the number of MODIS fire pixels that include at least one ASTER fire masks, and is also expressed as a percentage.

When applying the algorithms to the North American MODIS data (covering conterminous North America, February 2002–November 2005), the number of fires detected by the two algorithms are: 7987 for MOD14 and 9929 for MOD-MOD, a 24.3% increase. A small subset of the MODIS pixels was matched with 115 ASTER
scenes containing 418,250 MODIS pixels (all the ASTER scenes are within the conterminous US). Out of the matched pixels, 3605 MODIS pixels show at least one 30 m ASTER active fire pixel; true fires detected by the algorithms are: 642 for MOD14 and 710 for MOD-MOD, so the omission errors are 82.2% for MOD14 and 80.3% for MOD-MOD. The number of false fires is eight for both algorithms, so the commission errors are 1.23% for MOD14 and 1.11% for MOD-MOD. For those users wanting minimum-false-fires, increasing the threshold ‘F’ through fine tuning is a simple and effective means to lower the commission errors at the cost of missing a small number of true fires. The overall statistics of the performance for the training data are shown in figure 7.

Both algorithms were also applied to an independent dataset in Amazon. First, the algorithms were applied to 135 MODIS granules. The number of fire pixels detected by MOD14 is 90,728 and 109,510 by MOD-MOD, or 20.9% more. The difference is on a par with that obtained in North America. To evaluate the commission and omission errors for this independent dataset, 162 ASTER scenes were matched with the MODIS granules, leading to 7300 MODIS pixels containing at least one ASTER 30 m active fire mask out of ~583,200 MODIS pixels. The commission errors are 17.1% (287 false fires out of 1681 detections) for MOD14 and 17.7% (or 339 false fires out of 1920 detections) for MOD-MOD. The false detections occur mostly over fresh burns (Schroeder et al. 2008a). The lack of monthly updated land-cover products posed a puzzle for the MOD-MOD algorithm to remove more commission errors in the intense logging area. The average omission errors are 80.9% for MOD14 and 78.3% for MOD-MOD. The omission errors of MOD-MOD are less than or equal to the omission errors of MOD14 for all land-cover types, except for ‘closed shrublands’ and ‘croplands’. The overall statistics of the performance for the independent test data are shown in figure 8.

The improvement of the detection accuracy by MOD-MOD seems to have a strong dependence on land-cover type (figures 7 and 8). Over the training dataset, the detection rate is improved by 22.7% in ‘evergreen needleleaf forest’, the improvement for other land covers is not obvious; over the validation dataset, the detection rate is improved by 20.4% in ‘evergreen broadleaf forest’ (with commission errors of 24.5% for MOD14 and 23.7% for MOD-MOD).

Given the highly limited ASTER scenes that can be matched with MODIS, we also visually examined 250 m MODIS imagery data (MOD02QKM or MYD02QKM) for spotting fire events based on smoke plumes/palls. It was also proven to be an effective means of developing a fire database for fire-algorithm development and validation in many previous studies (e.g. Li et al. 2000a,b). Aided by a geographical information system (ArcGIS, ESRI Inc., Redlands, CA, USA), fire pixels in clusters were integrated into fire events (polygons). In July 2004, there were 5459 fire polygons, 163 being larger than 100 km² each. Figure 9 shows a fire polygon containing all fires detected by individual algorithms and by both algorithms. A total of 213 fire pixels detected by MOD-14, denoted by ‘×’, and 432 detected by MOD-MOD, denoted by ‘+’, are shown. Fires detected by both algorithms appear as ‘∗’. We closely monitored the spread of burn using 42 MODIS granules from 1 to 20 July 2004. Smoke plumes were used as an indicator of burning. Comparing fire hot spots and the presence of smoke confirms that the additional fires detected by MOD-MOD are virtually all true. Yet commission error remains very low, as indicated by the lack of scattered hot spots outside the fire polygon.
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The improvement by using the MOD-MOD algorithm is highly dependent on land covers. The most significant improvement is made for forest area for which the detection rate is increased by 20% or more, thanks to the changes in difference between $\delta T_{4m}$ and $\delta T_4$ and/or between $\delta \Delta T_{m}$ and $\delta \Delta T$. These differences are highly dependent on the

Figure 7. (a) The number of true fires detected by applying the two algorithms MOD14 and MOD-MOD to the training datasets and (b) their commission and omission errors for various land-cover types.
heterogeneity of land covers (Li et al. 2001). Figures 4 and 5 represent the most ideal conditions under which the land covers of the background are homogeneous (e.g. the most forests), where the magnitudes and their changes in $\delta T_{4m}$ and $\delta T_{m}$ after removing the solar contamination are both very small. For some land covers of more heterogeneity and fragmentation, both the magnitudes and differences after removing the solar contamination in $\delta T_{4m}$ and $\delta T_{m}$ may be non-negligible. The increases in $3\delta T_{4m}$ and/or
Enhancement of fire detection

3.5δ ΔT_m in equation (12) and/or equation (14) may offset the gain from eliminating solar contamination and have the risk of causing omission errors in the contextual detection. While T_4m is decreased, this decrease may be compensated by an increase in 3δ ΔT_m; similarly, decrease in ΔT_4m is compensated by an increase in 3δ ΔT_m.

Improving the performance of the MOD-MOD algorithm requires fine tuning for any special purposes to meet any special needs for commission and/or omission errors. In our study, fine tuning has two objectives, adapting the algorithm to the modified surface temperatures and achieving the same level of commission error that the MODIS algorithm has.

The improvement of the algorithm is expected to vary with the specific band of the MIR used if it is applied to other sensors. The relative contribution of solar irradiance to the thermal radiation from the background depends highly on the band. This is because solar irradiance changes with wavelength.
5. Concluding remarks

MIR radiances measured by satellite sensors have been widely employed for detecting wildfires due to their high sensitivity to the typical range of fire temperatures (a few hundreds to thousands of degrees). During daytime, MIR radiances include contributions from both thermal emission (the source of the fire signal) and solar reflection (a source of noise). However, solar contamination has yet to be corrected in almost all fire-detection algorithms. In addition, few algorithms account for the contribution of atmospheric thermal path radiance, which varies with the viewing angle.

In this study, radiative transfer in the MIR band is extensively studied in order to remove solar contamination and thermal-path-radiance effects. An LUT was obtained using the MODTRAN4 model for rapid calculation of the two variables. The MODIS emissivity product at 0.05° was resampled to a 0.008333° product with the aid of mid-resolution land-cover data. The MODIS fire-detection algorithm (MOD14) was then modified to account for changes in the brightness temperatures in the MIR band.

A modified fire-detection algorithm (MOD-MOD) was proposed based on the original MODIS fire algorithm by using 81 MODIS granules coincident with 115 ASTER scenes, in the United States from 2002 to 2006. The results were validated against a dataset in Amazonia by matching 135 MODIS granules with 162 ASTER scenes. They were mainly located in the deforestation region of Amazonia from 2000 to 2005. In comparison with the original MODIS fire-detection algorithm, the MOD-MOD algorithm detects 20% more fire pixels for both training and validation data; for the highly limited MODIS fire pixels that could be assessed by ASTER scenes, the MOD-MOD algorithm detects 10% more true fire pixels while maintaining comparable commission errors. The performance of the algorithms in terms of commission and omission errors depends on land covers or regions. Cursory evaluation was also carried out by manually examining fires based on smoke plumes.

Despite discernible improvement, our study still suffers from some problems. A Lambertian surface was assumed, and the resolutions of the datasets employed in the study differ: 5 km for monthly emissivity data and 1 km for the yearly land-cover product and the surface albedo data. Errors are thus incurred due to mismatches in spatial resolutions, different temporal coverage and a lack of angular corrections. Further improvement is expected if better surface albedo/emissivity data are used. The new algorithm also assumes that the background pixels are not seriously altered by fires. In this study, the correction for solar contamination is more precise than the correction for thermal path radiance. Solar contamination is stronger when the path length is shorter (i.e. smaller viewing zenith angle and solar zenith angle), while thermal path radiance is greater when the viewing zenith angle is large.

Although the study is confined to MODIS data, the principles and approach are equally applicable to any other satellite sensors, such as the historical AVHRR and the future GOES-R. The future GOES-R satellite will carry an ABI. It has MIR bands similar to those of MODIS ch21/22. The fire-detection algorithm designed for this sensor would also benefit from the removal of solar contamination and thermal path radiances. It is expected that the elimination of solar contamination in the MIR band for the ABI sensor would have greater effectiveness than that for the MODIS since its MIR band has shorter wavelengths and thus more solar contamination.
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