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Abstract The objective of this study is to investigate the

quality of clouds simulated by the National Centers for

Environmental Prediction global forecast system (GFS)

model and to examine the causes for some systematic

errors seen in the simulations through use of satellite and

ground-based measurements. In general, clouds simulated

by the GFS model had similar spatial patterns and seasonal

trends as those retrieved from passive and active satellite

sensors, but large systematic biases exist for certain cloud

regimes especially underestimation of low-level marine

stratocumulus clouds in the eastern Pacific and Atlantic

oceans. This led to the overestimation (underestimation) of

outgoing longwave (shortwave) fluxes at the top-of-atmo-

sphere. While temperature profiles from the GFS model

were comparable to those obtained from different obser-

vational sources, the GFS model overestimated the relative

humidity field in the upper and lower troposphere. The

cloud condensed water mixing ratio, which is a key input

variable in the current GFS cloud scheme, was largely

underestimated due presumably to excessive removal of

cloud condensate water through strong turbulent diffusion

and/or an improper boundary layer scheme. To circumvent

the problem associated with modeled cloud mixing ratios,

we tested an alternative cloud parameterization scheme that

requires inputs of atmospheric dynamic and thermody-

namic variables. Much closer agreements were reached in

cloud amounts, especially for marine stratocumulus clouds.

We also evaluate the impact of cloud overlap on cloud

fraction by applying a linear combination of maximum and

random overlap assumptions with a de-correlation length

determined from satellite products. Significantly better

improvements were found for high-level clouds than for

low-level clouds, due to differences in the dominant cloud

geometry between these two distinct cloud types.

Keywords Marine stratocumulus cloud � NCEP

global forecast system � Cloud parameterization

scheme � Cloud overlap

1 Introduction

Clouds play key roles in Earth’s climate system by regu-

lating Earth’s energy budget and water cycle (Morcrette

and Fouquart 1986; Tian and Curry 1989; Rossow and

Zhang 1995; Barker et al. 1999; Collins 2001). Despite
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their significance, the representation of clouds in global

climate and weather models has been problematic due to an

incomplete knowledge of underlying physical processes

(Stephens 2005) which also vary considerably both verti-

cally and horizontally (Rossow et al. 1989). Cloud repre-

sentations in models are a critical source of uncertainty in

predictions of climate change (Randall et al. 2007; Wiel-

icki et al. 1995; Houghton 2001).

Global climatologies of occurrence frequencies of low

clouds were compiled over the eastern tropical oceans

from synoptic surface cloud observations (Norris 1998).

Studies have shown that many general circulation models

(GCMs) have difficulty in representing low cloud distri-

butions (Ma et al. 1996; Hannay et al. 2009). This is also a

problem for fully-coupled climate system models (Dai and

Trenberth 2004; Mechoso et al. 1995), weather forecasting

models (Ahlgrimm and Köhler 2010) and regional climate

models (Xie et al. 2007). This inability of simulating the

marine stratocumulus cloud decks is one of the most

significant sources of errors associated with cloud feed-

back processes (Bony and Dufresne 2005; Randall et al.

2007) and it can have a large effect on temperature fore-

casts (Boutle and Abel 2012) and shortwave irradiance

budgets at the surface (Ahlgrimm and Forbes 2012).

Underestimation of stratocumulus clouds over eastern

subtropical oceans has also been a long-standing problem

in the National Centers for Environmental Prediction

(NCEP) global forecast system (GFS) model (Sun et al.

2010). Marine stratocumulus and low clouds over the

oceans are known to have a net radiative cooling effect on

the global energy budget by reflecting incoming solar

radiation (Hartmann et al. 1992); they have little impact

on the longwave radiation budget. Under-prediction of

such clouds by ocean–atmosphere coupled models led to

ocean temperatures off the coast of Peru that were too

warm (de Szoeke et al. 2006). Improving the representa-

tion of marine stratocumulus clouds in global climate and

weather forecasting models is highly desirable (Boutle and

Morcrette 2010).

As more observational data become available, they are

being increasingly employed in validating GCM-modeled

clouds. The International Satellite Cloud Climatology

Project (ISCCP) (Rossow and Schiffer 1999) dataset is

among the most widely used set of satellite products (Webb

et al. 2001; Zhang et al. 2005). Evaluations revealed that

GCMs tend to produce less low-level clouds and much less

mid-level clouds than the ISCCP product. It is worth noting

that satellite cloud products suffer from significant uncer-

tainties in the detection of multi-layered clouds. Knowl-

edge about multi-layered clouds is important for climate-

change studies because observations from ships (Warren

et al. 1985), airborne lidar measurements (Platt et al. 1994;

Clothiaux et al. 2000), and surface-based radar (Mace and

Benson-Troth 2002) have detected the frequent occurrence

of overlapped clouds. For satellite retrievals using a few

channels from passive sensors, cirrus overlapping low-

level liquid clouds tends to be misclassified as single-layer

of mid-level clouds. This shortcoming can be greatly

alleviated by taking advantage of multi-channel measure-

ments from the Moderate Resolution Imaging Spectrora-

diometer (MODIS; Chang and Li 2005a, b). An algorithm

developed by Chang and Li (referred to as the CL algo-

rithm) can detect and retrieve the optical properties of low

clouds below thin high clouds. The active sensors on

CloudSat and Cloud-Aerosol Lidar and Infrared Pathfinder

Satellite Observations (CALIPSO) satellites provide more

direct and reliable information about cloud vertical profiles

(Stephens et al. 2002; Mace et al. 2009).

In an earlier study (Yoo and Li 2012), extensive com-

parisons were made between GFS-modeled and satellite-

retrieved cloud variables including cloud fraction, cloud

optical depth, liquid and ice water paths, and the frequen-

cies of multi-layer clouds on a global scale. Overall, their

gross features match reasonably well in terms of locations

and spatial patterns, although large discrepancies exist in

their magnitudes. A drastic underestimation of low clouds

over the eastern tropical oceans by the GFS model stood

out as the most outstanding problem. This study aims at

exploring the potential causes for this discrepancy through

close-up investigations of the input variables and cloud

parameterization schemes for determining cloud fraction

and cloud overlap.

Marine stratocumulus clouds over the eastern tropical

oceans are the main focus of the study. They are observed

from space by active and passive satellite sensors. Model

simulated temperature and relative humidity profiles are

compared against retrievals from the atmospheric infrared

sounder (AIRS) and ground-based measurements. The

evaluation of atmospheric environmental variables allows

for the investigation of whether discrepancies between the

model and observations result from model input parameter

deficiencies and/or cloud parameterization scheme

deficiencies.

The manuscript is organized as follows. Section 2

describes the observational datasets used in this study. A

brief description of the GFS model, global distributions of

low-level cloud fraction and the radiation budget from

observations and the GFS model, as well as comparisons of

GFS-generated vertical profiles of temperature and relative

humidity fields with observations are given in Sect. 3.

Section 4 presents results from an application of the

alternative cloud parameterization scheme to the GFS

model. Characteristics of changes in cloud fraction due to

the application of different cloud overlap assumptions are

described in Sect. 5. Finally, Sect. 6 presents the main

findings and a summary of this work.

H. Yoo et al.
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2 Observational datasets

Atmospheric environmental variables from both the AIRS

sensor onboard the Aqua satellite and a ground-based

instrument located at the Southern Great Plains (SGP) site

are used in this study. Cloud fractions are retrieved from

the CL algorithm using MODIS data from the Aqua

satellite platform and are also obtained from space-borne

active sensors. These datasets are invaluable tools to use

for monitoring clouds and changes in atmospheric tem-

perature on a global scale and for assessing the accuracy of

weather forecast models. Daily data in July 2007 and July

2008 are used in this study.

2.1 AIRS-space-borne atmospheric profile data

The AIRS sensor launched in May 2002 is the first high

spectrally-resolving infrared sounder with near-global

coverage on a daily basis (Aumann et al. 2003). It is

deployed onboard the Aqua satellite in a Sun-synchronous

orbit 705.3 km above the Earth’s surface, with a southward

crossing of the equator at 01:30 local time and a northward

crossing of the equator at 13:30 local time. The AIRS

measures temperature, water vapor, ozone profiles, and the

presence of minor gases such as CH4 and CO as well as

other atmospheric properties at 2,378 infrared channels

ranging from 15.38 to 3.74 lm (Chahine et al. 2006). Its

spatial resolution is 13.5 km at nadir and the sensor is

accompanied by two microwave sounders: the Advanced

Microwave Sounding Unit-A (AMSU-A) and the Humidity

Sounder for Brazil (HSB). These instruments are used to

correct for cloud contamination in AIRS footprints. The

AMSU-A footprint is about 45 km in diameter which

contains 3 9 3 AIRS pixels. The final retrieval results have

a horizontal resolution of 45 km (Aumann et al. 2003).

Microwave-calibrated radiances are used to generate initial

estimates of the temperature and moisture profiles because

microwave data are not affected by most clouds. Calibrated

AMSU-A brightness temperatures (Pagano et al. 2003) are

utilized to derive atmospheric environmental profiles and

cloud liquid water for microwave retrievals (Rosenkranz

2003; Susskind et al. 2003).

Based on previous studies (Susskind et al. 2006; Tobin

et al. 2006; Walden et al. 2006), AIRS Level 2 data have an

accuracy of *1 K root mean square (RMS) error in 1 km

layers for temperature and have a 20 % RMS error in 2 km

layers for water vapor amounts when compared to radio-

sonde data. Tobin et al. (2006) compared estimates of the

atmospheric state at Aqua overpass times from three

atmospheric radiation measurement (ARM) sites. They

found that RMS differences for temperatures and water

vapor profiles were around 0.3–0.7 K and 7–15 % at the

Nauru site in the Tropical Western Pacific.

Divakarla et al. (2006) evaluated temperature and

moisture profile retrievals from the AIRS data using more

than 2 years of global radiosonde measurements (RAOB).

The AIRS water vapor bias in 2 km layers is within 10 %

compared to the reference (RAOB) below 400 mb, but it

grows large negative above 400 mb because RAOB mea-

surements have a moist bias above 400 mb. With respect to

the temperature field, AIRS retrievals showed a ±0.7 K

bias within the entire vertical column.

There are three different AIRS Level 2 version 5 stan-

dard daily products: AIRS infrared (IR) retrievals only, a

combination of AMSU-A, AIRS IR and HSB retrievals,

and a combination of AIRS IR and AMSU-A retrievals

without HSB data. This study uses the latter dataset

because AIRS IR-only retrieval uncertainties increase

rapidly when cloud fractions exceed 80 % (Tobin et al.

2006) and HSB failed in February 2003.

2.2 MODIS-space-borne cloud data

The MODIS is the principal instrument onboard the polar-

orbiting Terra and Aqua satellites and has 36 calibrated

spectral channels ranging from 0.415 to 14.24 lm (Barnes

et al. 1998). This sensor detects clouds and makes reliable

retrievals of cloud properties (King et al. 2003; Ackerman

et al. 1998; Menzel et al. 2002), such as cloud particle

thermodynamic phase, cloud optical depth, cloud-top

pressure and temperature, and effective particle radius

using the MODIS CO2 slicing method (Platnick et al.

2003).

Taking advantage of the multiple channels of the

MODIS, the CL algorithm detects up to 27 % more low

clouds over oceans and up to 29 % more clouds over land

when compared to EOS/MODIS products (Chang and Li

2005b). This happens because the algorithm can identify

low clouds overlapped by thin cirrus, this cloud scenario

would be misidentified either as one-layer mid clouds if the

conventional visible-infrared algorithm is employed or

high thick clouds if a CO2-slicing method is used. The

merits of the new algorithm and products were demon-

strated in a previous study comparing them to those derived

from CloudSat/CALIPSO active sensors (Yoo and Li

2012). As such, this study uses cloud fractions from the CL

algorithm and the MODIS Collection 5.1 cloud product.

2.3 CERES-space-borne Earth radiation budget data

The Clouds and the Earth’s Radiant Energy System

(CERES) instrument measures radiative fluxes at the top-

of-atmosphere (TOA; Wielicki et al. 1995; Loeb et al.

2007). This sensor is onboard both Terra and Aqua satel-

lites; only CERES data from the Aqua satellite are ana-

lyzed here. This study uses the Single Scanner Footprint

The NCEP/GFS model using satellite and ground-based measurements
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product which contains longwave/shortwave fluxes at the

TOA and at the surface for clear and all-sky conditions on a

daily basis. Outgoing longwave, shortwave, and net fluxes

at the TOA are compared to corresponding output from the

GFS model.

2.4 CloudSat and CALIPSO merged data

The CloudSat and CALIPSO satellites were launched in

April 2006 and carry a 94-GHz cloud profiling radar (CPR)

and a dual-wavelength lidar in order to provide more

accurate information about cloud vertical structure. This

study uses the merged product (i.e. CloudSat CPR ?

CALIPSO lidar cloud mask, referred to as the C–C data) to

obtain low cloud fractions and to calculate de-correlation

length values, as well as to illustrate global cloud overlap.

This merged product provides more reliable cloud infor-

mation pertaining to multi-layered clouds, such as optically

thin high clouds over low-level thick clouds (Mace et al.

2009).

2.5 ARM ground-based measurements

The ARM program’s ground-based products are employed

to assess the existence of systematic errors in temperature,

relative humidity and cloud mixing ratio fields used in the

GFS model’s cloud scheme. The SGP site in north-central

Oklahoma is the first field measurement site established by

the Department of Energy’s ARM program. The site is

well-equipped with a large set of instruments useful for

weather and climate research and collects observations of

meteorological variables that are used to test various

models from detailed process models to highly parame-

terized models (Stokes and Schwartz 1994). Data from the

site are widely employed to improve the prediction accu-

racy of weather forecast models and parameterization

schemes (Lazarus et al. 1999; Xi et al. 2010; Sengupta

et al. 2004) and to estimate cloud optical and macrophys-

ical properties at different vertical levels (Wang and Sassen

2004; Dupont et al. 2011). High temporal resolution (about

every 8 min) atmospheric emitted radiance interferometer

(AERI) observations of temperature and water vapor pro-

files are used in this study. The ARM value-added product

(VAP) of cloud condensed water observations are

employed which represents the best estimates derived from

several instruments. This product contains retrievals of

cloud microphysical properties, such as liquid/ice water

content and particle effective radius, using a combination

of observations from the 35-GHz millimeter-wavelength

cloud radar, the microwave radiometer, and radiosonde

soundings.

3 Diagnosis of GFS model parameters

The GFS model is the operational medium-range global

forecast model run by the NCEP. It uses a T382 spectral

triangular truncation with a horizontal resolution of 35 km

and 64 vertical layers. This study uses forecast data gen-

erated every 3 h from 00Z to 24Z for each day in July 2007

and July 2008. Forecast output fields used in this study

have 21 vertical layers: from the near surface (1,000 mb)

to 900 mb, the vertical resolution is 25 mb; above 900 mb,

there are 16 levels at a 50 mb resolution up to 100 mb. The

cloud fraction (C) in a given model grid box is diagnosed

based on a prognostic condensate scheme using a combi-

nation of model-predicted three-dimensional temperature,

relative humidity and cloud water mixing ratio fields (Xu

and Randall 1996). More in-depth details about the GFS

cloud scheme are given in Moorthi et al. (2001). Cloud

fraction is calculated as follows:

where q* is the saturation specific humidity, R is the rel-

ative humidity, qc is the cloud water mixing ratio, and qcmin

is a minimum threshold value of qc. Clouds in the GFS

model are classified according to cloud-top pressure, p:

high clouds (p \ 350 mb), mid clouds (350 mb \ p \ 642

mb), and low clouds (p [ 642 mb).

3.1 Evaluation of global low clouds and the radiation

budget at the TOA

Figure 1 shows global distributions of low-level cloud

fractions estimated from the CL algorithm applied to

MODIS data and GFS model simulations. Simulated low

clouds agree with satellite retrievals in terms of location.

While satellite retrievals show extensive marine stratocu-

mulus clouds over the eastern tropical Pacific and Atlantic

oceans, such clouds are not well-simulated by the GFS model.

C ¼ max R0:25 1� exp � 2000� ðqc � qcminÞ
min½maxð½ð1� RÞ � q��0:25; 0:0001Þ; 1:0�

( ) !
; 0:0

" #
; ð1Þ
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A comparison of global distributions of monthly mean

outgoing shortwave (SW), longwave (LW), and net radia-

tion at the TOA from CERES measurements and GFS

simulations is shown in Fig. 2. Net radiation at the TOA is

defined as the balance between solar radiation and terres-

trial radiation. Gross patterns for outgoing SW and LW

radiation at the TOA are similar for both observations and

simulations on a global scale, but disagreements exist over

the eastern Pacific and Atlantic regions. The GFS model

produces less outgoing SW radiation and more outgoing

LW radiation than that measured by CERES; these radia-

tion discrepancies are co-located with regions where stra-

tocumulus cloud cover is underestimated. Similar results

concerning radiation discrepancies were reported by

Hinkelman et al. (1999) who compared output from the

NCEP Eta forecast model with ground-based measure-

ments from the SGP site and in a study using the Canadian

regional climate model (Paquin-Ricard et al. 2010).

Table 1 summarizes global monthly mean outgoing SW,

LW, and net radiation at the TOA under all-sky conditions

from CERES measurements and GFS model simulations

for July 2008. Mean values of SW, LW, and net radiation

for CERES (GFS) are 90.91 W/m2 (81.13 W/m2),

247.62 W/m2 (252.53 W/m2), and -2.21 W/m2 (13.35

W/m2), respectively. CERES-measured and model-simu-

lated net radiation at the TOA has opposite signs, empha-

sizing the impact of marine stratocumulus clouds on global

net radiation.

3.2 Regional analysis of cloud fraction, temperature,

and relative humidity (RH)

To investigate the potential causes for the discrepancies in

marine stratocumulus cloud decks between model simula-

tions and observations, four areas along the west coasts of

the America and Africa were selected and are shown in

Fig. 3. Stratocumulus clouds form in these regions with

cold sea surface temperature and a strong temperature

inversion that caps the boundary layer. The geographic

boundaries of each region are a bit arbitrary and different

from those analyzed by Klein and Hartmann (1993). The

individual regions here are defined as: Californian (10�–

40�N, 160�–110�W), Peruvian (0�–30�S, 110�–75�W),

Namibian (0�–30�S, 30�W–10�E), and Canarian (10�–

40�N, 60�–20�W). Regional mean radiation fields for July

2008 are summarized in Table 2. Simulated SW fluxes at

the TOA are all less than those observed from space with

differences ranging from 10.67 to 24.77 W/m2 while LW

fluxes simulated by the GFS model are all greater than

observed values, with differences ranging from 3.92 to

9.82 W/m2.

Figure 4 presents a comparison of zonal mean low cloud

fractions derived from both satellite retrievals and the GFS

model over each region. Note that the two satellite results

are generated from the application of different algorithms

to the same MODIS data. The low cloud fraction derived

from the CL algorithm is much greater than that retrieved

by the MODIS algorithm in all regions as a result of the

recovery of a large quantity of low clouds beneath high

clouds. This comparison illustrates how the same satellite

data might result in considerable discrepancies in low-level

cloud detection depending on which algorithm was used in

cloud retrievals. Retrievals based on the C–C data lie

somewhere in between two MODIS results and are more

similar to those from the CL algorithm. The low cloud

fraction simulated by the GFS model is substantially

smaller than that retrieved from satellites over all regions.

These results are consistent with a previous study, which

reported that the Xu and Randall cloud parameterization

scheme underestimated cloud fractions when compared to

observations from the Atlantic Stratocumulus Transition

Experiment (Lazarus et al. 1999).

Fig. 1 Low cloud fractions

from the CL algorithm (left) and

the GFS model (right) in July

2008
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This study aims to analyze whether the discrepancies

seen in low cloud fields arise from incorrect input variables

and/or from the cloud parameterization scheme used in the

GFS model. First, the input variables used in the cloud

parameterization scheme are evaluated by comparing them

to satellite retrievals and ground-based measurements.

Figure 5 compares the zonally averaged temperature from

AIRS observations and the GFS model. The agreement is

only poor between 30� and 40� in the Californian cross-

section but along the rest of the cross-section, the agreement

is acceptable, illustrating that the model does a reasonable

job of predicting zonally-averaged temperature at different

altitudes. Figure 6 shows latitudinal variations of zonal-

mean RH corresponding to the same four vertical levels in

the atmosphere. Much less agreement is seen between

Fig. 2 Global distributions of

the outgoing shortwave flux

(top), longwave flux (middle),

and net flux (bottom) at the

TOA from CERES

measurements (left) and the

GFS model (right) in July 2008

Table 1 Global monthly mean SW, LW, and net fluxes at the TOA

obtained from CERES measurements and the GFS model during July

2008

CERES (W/m2) GFS (W/m2)

SW Flux 90.91 81.13

LW Flux 247.62 252.53

Net Flux -2.21 13.35

H. Yoo et al.
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observations and simulations. The GFS model overesti-

mates RH values (especially at 850 mb) with differences up

to double the satellite estimates in the four regions. This

suggests that GFS-simulated RH values have larger sys-

tematic biases in cloud layers than do GFS-simulated tem-

peratures, especially in marine stratocumulus cloud decks.

3.3 Comparison of temperature, RH, and cloud mixing

ratio profiles with ground-based measurements

Satellite measurements provide useful atmospheric infor-

mation on a global scale, but they have shortcomings such

as retrieval uncertainties. Therefore, a comparison with

ground-based measurements is also needed. Since there are

temporal and spatial differences between satellite mea-

surements and surface-based observations, a careful match

is required. A 1� 9 1� grid box centered on the SGP site is

considered and AERI profiles taken 30 min before and

after the Aqua overpass time were selected. Profiles that

passed the data quality check were then averaged to obtain

a mean profile at the overpass time and it was finally

matched to AIRS retrievals. Figure 7a, b show compari-

sons of RH and temperature profiles from satellite retri-

evals, ground-based measurements, and model simulations

at the SGP site during July 2008. RMS errors between

AIRS (GFS-simulated) and AERI retrievals of RH and

temperature are 4.06 % (15.59 %) and 6.26 K (5.91 K),

respectively. Estimates of temperature from AIRS retri-

evals and model simulations are very similar. The agree-

ment between the two observation-based estimates of RH

is better than that between AERI-retrieved RH and GFS-

simulated RH. In general, the GFS model overestimates

RH in both the upper and lower troposphere.

Figure 8a shows the profiles of cloud fraction from five

products: a product generated by the GFS with original

model inputs, a product with the AERI retrievals of tem-

perature and RH and cloud mixing ratio from the GFS, a

product with the GFS simulations of temperature and RH

and cloud mixing ratio from the VAP, a product with the

AERI retrievals of temperature and RH and cloud mixing

ratio from the VAP, and combined millimeter wavelength

cloud radar (MMCR)-micropulse lidar (MPL) observa-

tions. The MMCR generates continuous cloud profiles

from radar reflectivity and the MPL is sensitive to optically

thin clouds, so combining the two types of measurements

leads to more accurate estimation of cloud fraction (Xi

et al. 2010). The GFS model largely underestimates low

cloud fraction relative to MMCR-MPL, which is consistent

with a previous study (Yang et al. 2006). Cloud fractions

generated by the original GFS model (black line) are

greater than those generated using temperature and RH

from AERI and cloud mixing ratio from the GFS model

(red line). This is due to the model’s overestimation of RH.

The other three cloud fraction profiles (green, blue and

Fig. 3 Locations of the four

regions under study where

marine stratocumulus clouds are

prevalent: Californian (10�–

40�N, 160�–110�W), Peruvian

(0�–30�S, 110�–75�W),

Namibian (0�–30�S, 30�W–

10�E), and Canarian (10�–40�N,

60�–20�W)

Table 2 Regional mean SW and LW fluxes under all-sky conditions

at the TOA from CERES measurements and the GFS model over

selected regions during July 2008

CERES GFS

SW (W/m2) LW (W/m2) SW (W/m2) LW (W/m2)

Californian 99.15 273.22 74.38 280.04

Peruvian 79.08 274.99 56.94 284.81

Namibian 62.02 278.46 51.07 286.04

Canarian 74.46 272.47 63.79 276.39
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yellow lines) agree reasonably well in the middle-to-lower

troposphere. MMCR-MPL-retrieved cloud fractions (yel-

low line) are smaller than cloud fractions generated from

using model temperature and RH and VAP-derived cloud

mixing ratio (green line). As a result, use of cloud mixing

ratio retrieved from the VAP, rather than replacing tem-

perature and RH values, results in better cloud fraction

estimates. It may thus be concluded that the underestima-

tion of cloud mixing ratio in the GFS model is a primary

contributor towards the error in GFS cloud fraction esti-

mates. This statement can be reinforced from Fig. 8b.

Figure 8b compares cloud condensed mixing ratios simu-

lated by the GFS with those retrieved from the VAP at the

SGP site and it shows that cloud water mixing ratios from

the GFS are much smaller than those from observations in

the lower troposphere, which is likely a major source of

error in the modeled cloud fraction.

The underestimation of cloud water mixing ratio in the

GFS model has been recognized due to the uses of an

unrealistic turbulent diffusion in the shallow convective

scheme and a planetary boundary layer scheme which is

optimized for dry boundary layers (Han and Pan 2011).

The shallow convective scheme removes cloud condensate

water through strong vertical diffusion in cloud layers. As a

result, simulated cloud fractions are severely underesti-

mated over the selected regions although RH values

simulated by the GFS model are mostly larger than satel-

lite-retrieved RH values. The combined effect results in a

systematic underestimation of low clouds (Han and Pan

2011). Among all GFS model input variable, the cloud

water mixing ratio appears to be a primary contributor to

the discrepancies found in cloud fields. GFS modelers have

tried to improve the vertical mixing in the shallow con-

vective scheme and they did update the version of the

model in 2010. In order to fix the underestimation of cloud

water mixing ratio, the shallow convective scheme in the

latest version of the GFS model uses a mass flux parame-

terization which replaces the old turbulent diffusion-based

approach. We compared low cloud fractions from the

updated GFS model with those derived from the CL

algorithm. More marine stratocumulus clouds are gener-

ated in the new version of the model but those are still

underestimated.

4 Testing of an alternative cloud parameterization

scheme

As an attempt to circumvent the problem associated with

cloud water mixing ratio simulated by the GFS model, we

tested another approach that does not use cloud water

mixing ratio. Two types of schemes have typically been

Fig. 4 Comparisons of zonal-

mean low cloud fractions

derived from three satellite

products (MODIS-EOS,

MODIS-CL, CloudSat/

CALIPSO) and the GFS model

for Californian (a), Canarian

(b), Peruvian (c) and Namibian

(d) regions in July 2008
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used to determine cloudiness in models: diagnostic and

prognostic schemes. In a diagnostic scheme, cloud proper-

ties are determined diagnostically and given their simplicity,

these schemes have been widely used in large-scale models.

In the prognostic scheme of Tiedtke (1993), the cloud

fraction and cloud condensate are directly modelled. Vari-

ous prognostic cloud schemes have been proposed in lieu of

diagnostic cloud schemes in order to improve climatological

distributions of cloud fraction, precipitation, and moisture

fields such as those used in the Met Office Unified Model

(Wilson et al. 2008), ECHAM5 model developed by the

Max Planck Institute for Meteorology (Tompkins 2002),

and Model for Interdisciplinary Research on Climate

(Watanabe et al. 2009). Very sophisticated schemes were

also developed for coping with boundary-layer clouds

(Golaz et al. 2002; Neggers 2009). Currently, the GFS

model lies somewhere in between the two types of schemes

in that cloud condensed water is a prognostic variable but

cloud fraction is determined diagnostically.

To avoid the use of cloud water mixing ratio as a pre-

dictor for cloud fraction, an alternative diagnostic para-

meterization is tested for computing cloud fraction based

on Gordon (1992) as used in a previous version of the

Geophysical Fluid Dynamics Laboratory model. It origi-

nated from the Slingo (1987) scheme used in a previous

version of the European Center for Medium-range Weather

Forecasts (ECMWF) model with modifications to the

power law relationship between relative humidity and

threshold relative humidity and to the parameterization of

marine stratocumulus clouds. This hybrid Slingo-Gordon

scheme is denoted as the SG scheme hereafter. The SG

scheme computes cloudiness by an empirical formulation

which accounts for convective activity and thermodynamic

variables. The SG scheme was applied to the GFS model to

see if it could overcome the shortcomings of the original

cloud parameterization scheme used in the GFS model.

In the SG scheme, low clouds are broken down into

three synoptic sub-classes: (1) low stratiform clouds (sl),

(2) marine stratocumulus clouds (mcl) and (3) shallow

convective clouds (shl). The cloud fraction for sub-class (1)

is expressed as a product of two linear functions:

Csl ¼ A RHeð Þ � B xð Þ; ð2Þ

where functions A and B depend on the ambient

relative humidity (RHe) and pressure vertical velocity

(x), respectively.

Fig. 5 Comparisons of zonal-mean temperature profiles derived from AIRS observations and the GFS model for Californian (a), Canarian (b),

Peruvian (c) and Namibian (d) regions in July 2008 at 700, 850, 925, and 1,000 mb

The NCEP/GFS model using satellite and ground-based measurements
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A RHeð Þ ¼
0:0

ðRHe � RHcÞ2=ð1:0� RHcÞ2
1:0

2
4

3
5;

if

RHe\RHc

RHc�RHe� 1:0
RHe [ 1:0

2
4

3
5;

ð3Þ

where RHe is defined as RH 9 (1.0 - Ccnv) and Ccnv is the

convective cloud fraction provided by the GFS model (Pan

and Wu 1995). The default coefficients for RHc are 0.80

and 0.84 for p \ 750 and p C 750 mb, respectively, where

p is the pressure. The other linear function is expressed as

B xð Þ ¼
1

ðx� x1Þ=ðx0 � x1Þ
0

" #
; if

x\x0

ðx0�x�x1Þ
x [ x1

" #
;

ð4Þ

where x0 = 0 and x1 = 3.6 hPa/h (Slingo 1987). Cloud

fractions are greater when there is vertical ascent as

opposed to descent for the sub-class (1).

Fig. 6 Same as Fig. 5 except

for relative humidity profiles

Fig. 7 Comparisons of relative

humidity (left) and temperature

(right) values in July 2008 from

AIRS, AERI, and GFS
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The parameterization of marine stratocumulus clouds in

the SG scheme resembles the formulation of Gordon

(1992) and Slingo (1987). Note that RH in Eq. (5) is the

relative humidity at the base of the inversion layer and an

inversion layer is defined based on the sign of qh/qp, where

h is the potential temperature. The existence of a low-level

inversion is not considered in the GFS model, but in other

studies (e.g. Sun et al. 2010), consideration of a low-level

inversion enhances the generation of stratocumulus clouds

in the southeast Pacific region. In a manner similar to low

stratiform clouds, the parameterization of marine strato-

cumulus cloud fraction is a product of two functions:

Cmcl ¼ S � oh
op

� �
� B RHð Þ; ð5Þ

where h is the potential temperature and qh/qp is the lapse

rate (K/hPa). The first term on the right-hand side of the

equation is defined as

S � oh
op

� �
¼

1:0

a � oh
op

� �
þ b

0:0

2
64

3
75;

if

� oh
op

� �
[ 0:10

0:05� � oh
op

� �
� 0:10

� oh
op

� �
\0:05

2
666664

3
777775;

ð6Þ

where a is 20 hPa/K and b is -1.0. The stratification

criteria for marine stratocumulus clouds in the SG scheme

is less stringent than that in the study of Gordon (1992),

where a is 6.67 hPa/K and b is -0.667. The second term

on the right-hand side of Eq. (5) is expressed as

BðRHÞ ¼
1

ðRH � RHminÞ=ðRHmax � RHminÞ
0

2
4

3
5;

if

RH [ RHmax

RHmin�RH�RHmax

RH\RHmin

2
4

3
5;

ð7Þ

where the default values for RHmin and RHmax are 0.60 and

0.80, respectively (Gordon 1992).

The shallow convective cloud fraction is calculated as

Cshl ¼ 0:2� AðRHe;maxÞ ð8Þ

The function A is from Eq. (3) and A(RHe,max) is the

maximum value of RHe for p C 750 mb.

In summary, the low cloud fraction is obtained by

applying the maximum overlap assumption:

Clow ¼ Max½Csl; Cmcl; Cshl�

Figure 9 shows the comparison between the cloud

fraction generated from observations using the CL

algorithm and the model product generated from the

application of the SG scheme to the GFS model. Using

the GFS model with the SG scheme rather than the original

GFS cloud output resulted in an increase in mean low cloud

fraction during July 2008 from 31.6 to 40.8 %. This is

comparable with the observed cloud fraction of 38.6 %.

More marine stratocumulus clouds are now generated in all

four regions and latitudinal variations in zonal-mean low

cloud fractions agree well with the patterns seen in satellite

Fig. 8 Comparisons between observation and GFS model at the SGP

site in July 2008 for a cloud fractions from five different products—

the GFS original output (black), a product using AERI temperature

and RH measurements and cloud mixing ratio from the GFS (red), a

product using GFS-simulated temperature and RH and cloud mixing

ratio from VAP (green), a product using AERI temperature and RH

measurements and cloud mixing ratio from VAP (blue) and the

combined radar-lidar observation product (yellow); b cloud water

mixing ratio from ARM/VAP and the GFS model

The NCEP/GFS model using satellite and ground-based measurements
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observations (see Fig. 10). In particular, very good

agreement is seen in the Californian and Namibian regions.

5 Impact of the cloud overlap assumption

For a given profile of layer-by-layer cloud fractions in a

model, the total cloud fraction may differ substantially

depending on the cloud overlap assumption used

(Morcrette and Jakob 2000; Collins 2001). GCMs gener-

ally parameterize cloud fraction in a given model grid box

since the horizontal resolution of GCMs is much coarser

than the scale of clouds. The discrepancies in radiative

fluxes shown in Sect. 3.1 may originate from discrepancies

in column cloud fraction that are determined from cloud

fractions at individual model levels and the assumption of

cloud overlap, which is significant to climate modeling

(Liang and Wu 2005). The global verification of cloud

Fig. 9 Low cloud fractions

from the CL algorithm (left) and

from the GFS model using the

SG scheme (right) in July 2008

Fig. 10 Latitudinal variations

of zonal-mean low cloud

fractions over the four regions

from the CL algorithm, the GFS

model using the SG scheme, and

the GFS model in its original

form
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overlap assumptions is now feasible given observations of

cloud vertical structure obtained from passive (Chang and

Li 2005b) and active (Barker 2008; Mace et al. 2009)

satellite sensors. These observations can be augmented

through the use of ground-based data from active remote

sensing (Oreopoulos and Norris 2011).

There are three basic cloud overlap assumptions:

maximum, random, maximum-random, and minimum

overlap (Hogan and Illingworth 2000). Maximum overlap

assumes that cloud layers are overlapped as much as

possible; minimum overlap assumes the opposite. Random

overlap assumes that the horizontal positions of clouds

in any pair of layers are completely uncorrelated. Morc-

rette and Jakob (2000) showed how different total cloud

fraction could be for mid-latitude summer atmosphere,

depending on the choice of overlap assumption: 30 % if

the maximum overlap assumption was used and 65.7 % if

the random assumption was used. Choice of overlap

assumption could also result in errors in instantaneous

solar flux estimates on the order of several hundred W/m2

(Barker et al. 1999).

The maximum-random overlap (MRO) assumes that

clouds in contiguous layers are maximally overlapped

while clouds in non-contiguous layers are randomly over-

lapped (Geleyn and Hollingsworth 1979). Some opera-

tional models use the MRO assumption (Barker 2008). A

study by Tian and Curry (1989) quantitatively evaluated

the MRO method using the 15-level US Air Force 3-D

Nephanalysis over the north Atlantic Ocean and showed

that the MRO assumption describes characteristics of cloud

vertical structure fairly well.

The MRO assumption, however, fails to capture all the

details of cloud overlap in the real atmosphere. Hogan and

Illingworth (2000) evaluated the MRO assumption using

millimeter-wave cloud radar profiles for three winter

months at Chilbolton in the United Kingdom and found

that the degree of correlation between cloud layers is

determined by the vertical distance between any two cloud

layers. They suggested that the MRO assumption could be

modified to include a weighting factor that depends on a

de-correlation length and the separation distance. In this

modified MRO assumption, cloud overlap lies somewhere

between maximum and random and it is referred to as

exponential random overlap (ERO). The vertically-

projected total cloud fraction (CERO) is then determined

by the linear combination of maximum and random

overlap as

CERO ¼ aCmax þ ð1� aÞCran ð9Þ

where

Cmax = Max C1;C2ð Þ;
Cran = C1 þ C2� C1� C2;

ð10Þ

and C1 and C2 are the respective cloud fractions of the two

cloud layers. The value of the weighting factor, alpha, is

defined as

a ¼ exp
�Dz

Lcf

� �
ð11Þ

where Lcf is the de-correlation length and Dz is the vertical

distance between the two layers of cloud. The value of a
ranges from 0 for pure random overlap to 1 for maximum

overlap. The value of Lcf is ultimately determined by cloud

regimes but here, it is related to the vertical resolution and

horizontal domain size. A number of studies, using milli-

meter radar data from either ground-based or satellite-

based instruments, or output from cloud-resolving models,

have suggested different values for a (Mace and Benson-

Troth 2002; Oreopoulos and Khairoutdinov 2003; Pincus

et al. 2005; Naud et al. 2008). Barker (2008) performed a

global study of cloud overlap properties using the C–C data

and found a wide range of Lcf with a median value of 2 km.

Shonk et al. (2010) proposed a simple linear relationship

between Lcf and latitude based on two previous studies.

To minimize the discrepancies caused by the choice of

overlap assumptions when we come to compare the model

cloud fraction to the observations, we follow Barker (2008)

to determine Lcf from the C–C data for use with the GFS.

Note that one satellite orbit contains 37,081 profiles, each

approximately 1.4 km wide and 1.1 km along-track, with a

vertical grid-spacing of 0.24 km. The lowest 1 to 3 bins

next to the surface are not considered because they are

contaminated by ground clutter. CPR cloud mask and radar

reflectivity variables from the 2B-GEOPROF product and

the cloud fraction field from the 2B-GEOPROF-LIDAR

product are utilized. For this study, values\20 in the CPR

cloud mask field are selected to reduce the probability of a

false detection of cloud (Stephens et al. 2002). The data

screening for cloud detection consists of a sequence of tests

for three conditions (Barker 2008):

CPR cloud mask� 20

radar reflectivity� � 30 dBZ

Or

CPR cloud mask\20

cloud fraction� 99 %
radar reflectivity� � 30 dBZ

ð12Þ

A stochastic sub-grid-scale cloudy column generator

developed by Räisänen et al. (2004) is then used to produce

synthetic sub-grid-scale columns of cloud for comparing

against cloud fraction derived from observations. Fifty

thousand sub-columns are generated for each cross-section

of 500 km length. The effective Lcf that satisfies the

observed cloud fraction is found using Brent’s root-finding

technique (Brent 1973). The range of admissible solutions

for Lcf is bounded between 0.05 and 20 km.

The NCEP/GFS model using satellite and ground-based measurements
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Figure 11 illustrates the spatial variation of median

values of Lcf for high, mid, low clouds and their variations

as a function of total cloud fraction for July 2007. Overall,

there is considerable variability in Lcf due to the influence

of extreme values of Lcf. Median values of Lcf for mid

clouds are large because mid clouds are usually well-

organized. As per Chang and Li (2005b), global clouds

have two predominant modes in terms of cloud top loca-

tion: low and high with few clouds with tops in the mid

atmosphere. This suggests the majority of cloud remain

either in the low atmosphere as boundary layer clouds, in

the high atmosphere as cirrus clouds, or penetrate through

the bulk of troposphere as deep clouds. Such a dominant

pattern of cloud vertical distribution explains why Lcf for

mid-level clouds is particularly large relative to low and

high clouds, as mid clouds are more strongly correlated

than low and high clouds. The bottom panel of Fig. 11

shows the overall variations of Lcf with total cloud fraction

within three representative layers: high, mid and low.

Quadratic fits to the curves are

Lcf high ¼ �4:27C2 þ 4:60Cþ 0:88

Lcf mid ¼ �9:50C2 þ 10:72Cþ 1:49

Lcf low ¼ �5:06C2 þ 6:40Cþ 0:35

ð13Þ

for high, mid, low clouds, respectively. As total cloud

fraction changes, the median values of Lcf for high and low

clouds show a similar pattern that differs from that for mid

clouds. The relative coarseness of the vertical grid can be a

problem in dealing with thermodynamic properties (Boutle

and Morcrette 2010). Although we could use the Boutle

and Morcrette method to sharpen the thermodynamic pro-

file near the inversion and hence increase relative humidity

there before diagnosing cloud fraction, we have not tried it

and this is an area for possible future consideration.

We perform two experiments to show the relative

importance of changing from cloud scheme to cloud

overlap assumption. By applying the ERO with observa-

tion-based estimates of Lcf both to the original vertical

distribution of cloud fraction from the GFS model and to

cloud fraction using the SG scheme, cloud fractions are

determined for three representative layers. Figure 12

compares cloud fractions for the three layers from the

original GFS cloud product, a product generated from Xu

and Randall scheme using the ERO overlap assumption,

and cloud fraction calculated from the SG scheme using the

ERO overlap assumption against cloud fractions derived

from the CL algorithm using MODIS data. Overestimation

of high-level cloud fractions from the original GFS model

(Yoo and Li 2012) is dramatically improved when the

observation-based overlap assumption with the Xu and

Randall scheme is used. Mid-level cloud fractions are

similar in terms of location and magnitude. The two

experiments generate slightly less mid-level cloud fractions

compared to the original GFS cloud product. For low-level

clouds, however, the product generated from the Xu and

Randall scheme using the ERO overlap assumption tends

to reduce low cloud fraction, thereby worsening the

agreement with satellite retrievals. The low-level cloud

fraction from the SG scheme with the ERO overlap

assumption is more generated than the observed cloud

fraction. Based on this comparison, we can infer that poor

layer cloud fractions calculated from the original GFS

cloud scheme with the ERO overlap assumption cannot be

expected to solve the problem. Overall, the change in cloud

scheme, and not overlap assumption, has the most impact

on modeling more realistic cloud fields.

6 Summary

Understanding low cloud properties and their spatiotem-

poral variations, a problem faced by GCMs, is crucial for

studying global climate change. Taking advantage of the

wealth of information regarding the global distribution of

cloud properties and atmospheric variables from various

satellite sensors, we examined low cloud fractions, mete-

orological variables, and the cloud parameterization

scheme of the GFS model with reference to satellite retri-

evals and ground-based measurements made during July

2007 and July 2008. The GFS model generates a sound

spatial pattern of low clouds but large discrepancies exist in

low cloud fraction over the eastern tropical oceans. The

MODIS standard product and a new MODIS-based

research product generated with the algorithm of Chang

and Li (2005a) show more stratocumulus clouds than those

predicted by the GFS model. An underestimation of marine

stratocumulus clouds leads to more outgoing longwave

radiation and less shortwave radiation at the TOA over

those regions. To diagnose the causes of the bias in sim-

ulated cloud fractions, both input variables and cloud

parameterization schemes are examined using a large

variety of observation data from a suite of satellite sensors

and ground-based measurements.

The GFS temperature field agrees well with AIRS

observations at different vertical levels, but relative

humidity is overestimated in both the upper and lower

troposphere. Consistent results are found when comparing

against ground-based measurements made at the ARM

SGP site. This is somewhat contradictory with the finding

that GFS underestimates substantially low-level cloud

fractions. The underestimation of low-level cloud fraction

appears to stem from severe underestimation of cloud

condensate water which is a key input variable to the

parameterization scheme of Xu and Randall (1996). It

appears that cloud condensate water is removed too quickly
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by strong vertical diffusion in the shallow convective

scheme used in the GFS model. Other possible causes

might be related to cloud microphysics or precipitation

schemes. Microphysical processes interacting with strato-

cumulus clouds can play a part in removing cloud con-

densate water quickly, as noted by Boutle and Abel (2012).

Use of a prognostic cloud scheme rather than a diagnostic

cloud scheme can help reduce biases in the occurrence

frequencies of low, mid and high cloud fractions (Morc-

rette et al. 2012).

To circumvent the problem, an alternative cloud

parameterization scheme that does not have the input of

cloud mixing ratio is tested. We used the same thermo-

dynamic variables from the GFS model as input to the

scheme of Gordon (1992) and Slingo (1987) (denoted as

SG) for computing cloud fraction. The SG scheme allows

for consideration of dynamical stability and convective

activity in diagnosing cloud fraction. The SG scheme leads

to more marine stratocumulus clouds, as well as to more

low-level clouds in other regions around the world. The

spatial distribution of low clouds and zonally-averaged

cloud fractions are more comparable with satellite retri-

evals over the regions selected for this study. The other

experiment is concerned with the overlap of clouds in

different layers. For a given set of cloud fractions at vari-

ous model levels, cloud fraction for three representative

layers depends on how clouds are arranged vertically. We

applied a linear combination of maximum and random

overlap scheme with a weighted factor that is a function of

de-correlation length (Lcf) and separation distance. The

spatial distribution of Lcf varies greatly and appears to be a

quadratic curve to the total cloud fraction. Use of the

Fig. 11 Upper panels geographic distributions of median values of

Lcf for high clouds (left), mid clouds (middle), low clouds (right)

using a stochastic cloud generator and the C–C data collected in July

2007. Lower panel median values of Lcf for high, mid, low clouds as a

function of total cloud fraction

The NCEP/GFS model using satellite and ground-based measurements
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observation-constrained Lcf leads to an improvement for

high-level clouds, has a neutral impact for mid-level clouds

and deterioration for low-level clouds.

In summary, we conclude that discrepancies found in

GFS-modeled cloud fields arise mainly from an improper

treatment of the cloud water mixing ratio and that this

Fig. 12 Comparison of cloud fractions derived from the CL

algorithm using MODIS data (left), the original GFS model cloud

fraction (middle left), the original GFS cloud fraction with Lcf based

on observations (middle right), and the SG scheme with Lcf based on

observations (right) for high clouds (upper), mid clouds (middle), and

low clouds (bottom) in July 2007
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problem can be overcome by using the SG cloud scheme

which is inherently linked with model dynamic and ther-

modynamic conditions and does not depend on the con-

densate amount. Such findings may offer guidance toward

improving GFS-simulated cloud fields.
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